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Abstract 

We introduce ChromActivity, a computational framework for predicting and annotat-
ing regulatory activity across the genome through integration of multiple epigenomic 
maps and various functional characterization datasets. ChromActivity generates 
genomewide predictions of regulatory activity associated with each functional charac-
terization dataset across many cell types based on available epigenomic data. It then 
for each cell type produces ChromScoreHMM genome annotations based on the com-
binatorial and spatial patterns within these predictions and ChromScore tracks 
of overall predicted regulatory activity. ChromActivity provides a resource for analyzing 
and interpreting the human regulatory genome across diverse cell types.
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Background
Transcriptional regulation of gene expression is controlled by a large set of regulatory 
elements distributed across the genome [1–3]. Identifying and predicting regulatory ele-
ments is important to advancing our understanding of cellular processes and gaining 
insight into the genetic basis of common diseases [1, 4, 5].

Epigenomic data, such as maps of histone modifications, histone variants, and chro-
matin accessibility, have been powerful resources for the identification of candidate 
regulatory elements within the genome [4, 6–9]. Such data are now available across 
hundreds of different cell or tissue types based on the efforts of large consortium pro-
jects [7, 9, 10] as well as contributions from individual labs [6, 11]. Maps of chroma-
tin marks have enabled the prediction of regulatory elements in hundreds of cell types, 
often through unsupervised approaches such as calling peaks on single marks [12] or the 
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identification of combinatorial and spatial patterns of multiple marks using chromatin 
state models [13–16].

However, despite its extensive utility, unsupervised integration of chromatin marks 
does not take advantage of information from functional characterization assays to poten-
tially better predict regulatory regions. Functional characterization assays complement 
chromatin marks by enabling direct testing of genomic regions for regulatory activity 
in high-throughput [17–20] by either incorporating sequences of candidate regulatory 
elements into cells via plasmids or by manipulating or interfering with the genome itself 
using lentiviral integrases or CRISPR-based technologies [3]. Plasmid-based assays [21], 
such as barcoded Massively Parallel Reporter Assays (MPRAs) [22, 23] or Self-Tran-
scribing Active Regulatory Region Sequencing (STARR-seq) assays [24], typically meas-
ure the expression of a reporter gene on a plasmid containing the candidate regulatory 
element, serving as an indicator of the expression level that it is likely to induce in the 
cell. In contrast, genomically integrated assays target the genome directly in its native 
environment, for example by altering the epigenetic landscape near a candidate regula-
tory element (e.g., CRISPR interference screens that use dCas9 with an attached KRAB 
repressor domain [25]). Notably, only a subset of regulatory element predictions based 
on epigenomic data typically validate in functional characterization assays [3].

While functional characterization assays provide a more direct assessment of regula-
tory activity, they can also have some limitations. They are less widely available across 
cell types compared to chromatin mark datasets, partly due to cost and resource con-
straints associated with these specialized assays, and also because of technical challenges 
such as achieving sufficient transfection efficiency in certain cell types [26]. Another 
drawback for some assays is limited genomic coverage: functional characterization 
assays often provide readouts for a limited subset of genomic regions, whereas chro-
matin mark data can be mapped genomewide. Integrative approaches that combine the 
broad availability of chromatin marks with direct testing of functional assays have the 
potential to computationally extend the cell type coverage of functional testing assays.

Several existing methods have used data from high-throughput functional characteri-
zation assays as training data for supervised methods that predict regulatory activity [27, 
28] or for predicting effects of individual sequence mutations based on features includ-
ing sequence [29–32]. However, these methods generally focus on scoring sites or bases 
within the same cell type for which training data is available. As many sequence and 
transcription factor binding features are cell type specific, a method optimized to make 
predictions within a cell type it is trained in might be less effective at making predic-
tions that generalize well across cell types. Additionally, the reliance on a single func-
tional characterization assay or dataset, as commonly seen in existing methods, could 
introduce biases to the predictions, given that technical differences even within the same 
assay type have been shown to impact the readouts [19].

To address the challenges of predicting regulatory activity genomewide across a 
range of cell and tissue types, we propose ChromActivity, a computational framework 
that integrates chromatin marks with a variety of functional characterization datasets. 
ChromActivity employs a supervised learning approach to generate genomewide reg-
ulatory activity predictions and annotations across multiple cell types. ChromActiv-
ity is designed to effectively generalize across both cell types and genomic loci and to 
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produce annotations that reflect differences between functional characterization assays. 
We apply ChromActivity in over one hundred human cell and tissue types to generate 
a set of genomewide regulatory activity prediction tracks, where each track is based on 
a model that is specifically trained on one of 11 functional characterization datasets. 
ChromActivity generates ChromScoreHMM genome annotations, which correspond to 
combinatorial and spatial patterns in the prediction tracks. ChromActivity also gener-
ates ChromScore tracks, composite genomewide regulatory activity prediction scores on 
a per-cell or tissue type basis that reflects the mean predicted regulatory activity based 
on the different functional characterization datasets. The ChromActivity framework and 
associated annotations provide a resource for analyzing gene regulatory activity across a 
broad range of human cell and tissue types.

Results
Overview of the ChromActivity framework

We developed ChromActivity to provide annotations and scores of predicted regulatory 
activity across human cell and tissue types by leveraging information from both epig-
enomic data and a variety of functional characterization datasets. As a first step in the 
ChromActivity framework, a separate model is trained for each functional characteriza-
tion dataset to predict the relative likelihood of each 25-bp genomic interval showing 
activity based on chromatin mark features across the entire human genome. These indi-
vidual prediction scores are then integrated to produce ChromScoreHMM annotations, 
which are unsupervised genome annotations built on top of ChromHMM [13, 14]. The 
scores are also integrated into a single combined score, ChromScore (Fig. 1, Additional 
file 1: Fig. S1).

ChromActivity makes predictions for any cell type with chromatin mark data avail-
able (For ease of presentation, we use the term “cell type” to refer to cell types, tissue 
types, and reference epigenomes collectively). Notably, ChromActivity operates without 
assuming any functional characterization data is available in the cell types for which it 
predicts. This is important as currently many cell types have extensive chromatin mark 
data but lack corresponding functional characterization assay data. ChromActivity’s 
approach relies on the observation that the same chromatin mark patterns generally 
mark regulatory regions in different cell types, though their specific genomic locations 
can vary [4, 9]. This contrasts with specific DNA sequence or transcription factor bind-
ing patterns which can mark regulatory regions only in specific cell types and are there-
fore not used as features in ChromActivity.

Initially, ChromActivity trains a separate bagging ensemble of regularized logistic 
regression models for each input functional characterization dataset. These models are 
trained with labels derived from the readouts for the genomic regions tested by the func-
tional characterization datasets, which include both plasmid-based (MPRAs, STARR-
seq screens) [33–37] and genome-integrated assays (CRISPR-dCas9 screens) [25, 38] 
from multiple different conditions and cell types (Methods). ChromActivity uses fea-
tures derived from signal tracks and peak calls of individual chromatin marks, as well as 
chromatin state annotations [13, 14]. In addition to using the signal directly at the tested 
loci, ChromActivity incorporates spatial information from the signal track by extract-
ing the signal at 25 bp resolution within 2-kb windows centered around the tested loci 
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Fig. 1  Overview of the ChromActivity framework. A Flowchart of the ChromActivity framework. 
ChromActivity takes as input regulatory activity labels from targeted genomic regions from k different 
functional characterization datasets (stacked white blocks, upper left). Using features based on chromatin 
mark signals, peak calls, and chromatin state annotations for the targeted regions (red block, lower left) 
which it preprocesses (purple block, lower left), it trains a separate classifier (“expert”) for each functional 
characterization dataset. Each expert provides a predicted genomewide regulatory activity score track 
specific to a functional characterization dataset (stacked blue blocks). ChromActivity then uses the score 
tracks to generate two complementary outputs reflecting predictions of regulatory activity for each cell type 
(yellow blocks, right): (i) ChromScoreHMM annotations, which are annotations of the genome into states 
generated by integrating combinatorial and spatial patterns in the expert prediction score tracks using 
ChromHMM and (ii) ChromScore tracks, which are continuous genomewide regulatory activity score tracks 
based on the mean individual expert scores at each 25-bp interval. B Visualization of regulatory activity score 
tracks for each expert, ChromHMM chromatin state annotations (25-state imputed model), the ChromScore 
track, and ChromScoreHMM annotations in HepG2 for genomic interval chr1:6,000,000–6,100,000 (hg19). 
ChromScoreHMM and ChromHMM color legends are shown in Additional file 1: Fig. S1
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and then uses principal component analysis (PCA) to reduce the number of these addi-
tional signal features per mark from 81 to 3 (Methods). ChromActivity trains each logis-
tic regression ensemble on a single functional characterization dataset, which we term 
ChromActivity experts. ChromActivity then applies these experts to make predictions 
across the entire genome in a large number of cell types, only one of which each expert 
would have seen training data from.

As individual expert predictions can in some cases disagree on predictions of regula-
tory activity, ChromActivity uses the individual expert predictions to generate genome 
annotations corresponding to combinatorial and spatial patterns of top predicted posi-
tions of regulatory activity from the different experts within a cell type. To do this, 
ChromActivity applies ChromHMM [13, 14] with input based on the different expert 
predictions to generate what we term ChromScoreHMM genome annotations (Meth-
ods). Relative to ChromHMM annotations, which are defined directly based on chroma-
tin marks, these states are intended to more directly correspond to regions which have 
chromatin mark annotations predictive of regulatory activity in all or specific subsets of 
functional characterization datasets.

In addition to generating the ChromScoreHMM annotations, the ChromActivity 
framework includes a final step where predictions from different experts are averaged 
to generate ChromScore, a single genomewide regulatory activity potential score track 
for each cell type. ChromScore provides a numerical score between 0 and 1 of predicted 
regulatory activity potential for any 25-bp interval of the genome.

Training and evaluation of ChromActivity experts

We applied ChromActivity to imputed signal tracks and peak calls for ten histone 
modifications: H3K27ac, H3K27me3, H3K36me3, H3K4me1, H3K4me2, H3K4me3, 
H3K79me2, H3K9ac, H3K9me3, H4K20me1, histone variant H2 A.Z, and the DNase-I 
hypersensitivity (DNase) signal for 127 cell types from the Roadmap Epigenomics com-
pendium [9, 39]. We used imputed data as it enabled us to apply our method with more 
marks across more cell types in a uniform manner than would be possible with observed 
data. We also included features based on a one-hot encoding of the 25-state Chrom-
HMM chromatin state annotation that was previously trained on the same 12 imputed 
marks as used for our mark features.

We generated binary activating and neutral labels (Methods) for each genomic locus 
in 11 functional characterization datasets (Table S1). Five different cell types (A549 lung 
carcinoma, GM12878 lymphoblastoid, HeLa-S3 cervical carcinoma, HepG2 liver carci-
noma, and K562 myelogenous leukemia cell types) were represented in the functional 
characterization datasets. Of the 11 datasets, two were CRISPR-dCas9-based assays 
(Fulco/K562 [38], Gasperini/K562 [25]). Additionally, there were nine plasmid-based 
assays (Methods), which we further classified into four MPRAs (Ernst/HepG2, Ernst/
K562 [34], Kheradpour/HepG2, Kheradpour/K562 [33]) and five STARR-seq-derived 
assays (Muerdter/HeLaS3 [35], Wang/GM12878 [36], White/A549 [7], White/HepG2, 
and White/K562 [37]).

The total number of genomic loci used in training each individual expert ranged from 
816 to 38,452 (Additional file 1: Fig. S2C). On average, 8.98% of genomic loci in a given 
dataset were within 100 bp of any locus in any other dataset. Across dataset pairs, this 
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overlap varied from 0.01% to complete overlap in the cases of Ernst/HepG2 with Ernst/
K562 and Kheradpour/HepG2 with Kheradpour/K562. The fraction of DNase-I hyper-
sensitive sites (Additional file 1: Fig. S2B) and the chromatin state distributions of the 
loci (Additional file 1: Fig. S2C) also varied across the datasets, which was expected as 
the datasets employed diverse strategies for selecting loci for testing.

While our main focus is cell type generalization, to establish reference points for the 
prediction difficulty for each dataset, we first evaluated predictive performance of the 
experts at distinguishing activating vs. neutral labeled loci in unseen partitions of the 
same dataset in which they were trained (Additional file 1: Fig. S3A). We found median 
out-of-sample prediction AUROCs ranged from 0.65 (Kheradpour/K562) to 0.93 
(White/HepG2), with mean AUROC across all experts of 0.80. Expert predictive per-
formance generally increased with the number of loci used in training (Spearman cor-
relation: 0.75, Additional file 1: Fig. S3B). The expert models trained on the STARR-seq 
datasets Muerdter/HeLaS3, Wang/GM12878, White/A549, White/K562, and White/
HepG2 all had relatively high median AUROCs (0.80, 0.83, 0.89, 0.91 and 0.93 respec-
tively) compared to experts trained on other assay types (average AUROCs of 0.75 for 
MPRAs, 0.72 for CRISPR-based screens). In addition to the larger size of their training 
data, another possible contribution to the higher predictive performance of STARR-seq-
based experts could be differences in the distribution of loci tested, which in the STARR-
seq data include a broader and more diverse set of loci (Methods).

Genomewide expert predictions

For each of the 127 cell types, ChromActivity computed a score track for each expert 
predictor reflecting its genomewide regulatory activity predictions (Fig. 1B). We quanti-
fied the agreement among the individual expert regulatory activity scores based on the 
mean of pairwise Pearson correlations computed across the genome (Fig. 2A, Methods). 
The different expert predictions exhibited moderate agreement with an average pairwise 
Pearson correlation of 0.37 across all pairs of 11 score tracks and cell types. The pair-
wise correlations of experts ranged from -0.14 to 0.90, with the extremes correspond-
ing to experts trained on the pair Gasperini/K562 (CRISPR-based) and Wang/GM12878 
(STARR-seq) and the pair White/A549 (STARR-seq) and White/HepG2 (STARR-seq), 
respectively. We observed higher correlations within predictions from experts trained 
on plasmid-based (mean correlation 0.51) and CRISPR-based (correlation 0.52) func-
tional characterization datasets than the correlations between plasmid-based and 
CRISPR-based experts (mean correlation 0.09).

Correspondingly, clustering the experts based on pairwise correlations of genomewide 
predictions revealed two main clusters (Fig. 2A). The first cluster included predictions 
from the two CRISPR-based experts, Fulco/K562 and Gasperini/K562. The second clus-
ter included predictions from all but two plasmid experts (average pairwise Pearson cor-
relation 0.67) and itself contained two subclusters. One subcluster included predictions 
from the three White lab experts and Muerdter/HeLaS3 (average correlation 0.86) and 
the other contained the Ernst/K562, Ernst/HepG2, and Wang/GM12878 experts (aver-
age correlation 0.67). Outside of the two main clusters, there were two experts, Kherad-
pour/K562 and Kheradpour/HepG2, which had low correlations with each other (0.22) 
and with predictions from other experts (average correlations 0.28 and 0.19).



Page 7 of 30Dincer and Ernst ﻿Genome Biology          (2025) 26:123 	

Fig. 2  Correlation of individual expert scores and comparison of plasmid-based and CRISPR-based experts. 
A Heatmap of mean genomewide Pearson correlations between expert model tracks clustered with 
hierarchical clustering, averaged over cell types. B Box plots of mean normalized score differences across cell 
types between experts trained on nine plasmid-based and two CRISPR-based functional characterization 
datasets in different ChromHMM chromatin states [13, 39]. The boxes represent quartiles and whiskers 
indicate maximum and minimum score differences between plasmid-based and CRISPR-based experts. 
Individual mean scores averaged across cell types, for each expert separately, is shown in Additional file 1: 
Fig. S5. The corresponding box plot distributions of means across cell types for each expert and each state 
is shown in Additional file 1: Fig. S6. Box colors correspond to the predefined ChromHMM imputed 25-state 
model colors. C Scatter plot of mean normalized expert scores for plasmid-based vs. CRISPR-based functional 
characterization datasets per chromatin state, averaged over cell types. Error bars indicate standard deviation 
of score means across cell types. Chromatin state abbreviations: active promoters (1_TssA, 2_PromU, 
3_PromD1, 4_PromD2), transcribed regions (5_Tx5’, 6_Tx, 7_Tx3’, 8_TxWk), transcribed and regulatory regions 
(9_TxReg, 10_TxEnh5’, 11_TxEnh3’, 12_TxEnhW), active enhancers (13_EnhA1, 14_EnhA2, 15_EnhAF), weak 
enhancers (16_EnhW1, 17_EnhW2, 18_EnhAc), primary DNase (19_DNase), ZNF genes and repeats (20_ZNF/
Rpts), heterochromatin (21_Het), poised/bivalent promoters (22_PromP, 23_PromBiv), repressed polycomb 
(24_ReprPC), and quiescent/low (25_Quies)
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We investigated potential reasons for low or negative score correlations among some 
pairs of experts. We hypothesized that genomic regions corresponding to chromatin 
states not well represented in the training data could be associated with reduced cor-
relations. To test this, we analyzed the genomewide score correlations of selected pairs 
of expert predictions after excluding genomic positions corresponding to individual or 
pairs of chromatin states (Additional file  1: Fig. S4). We focused on two expert pairs 
with the lowest pairwise correlations (Gasperini/CRISPR/K562 and Wang/STARR-seq/
GM12878; Gasperini/CRISPR/K562 and Kheradpour/MPRA/K562) and two expert 
pairs that were of the same cell or assay type (Ernst/MPRA/K562 and Gasperini/
CRISPR/K562; Gasperini/CRISPR/K562 and Fulco/CRISPR/K562) that had low correla-
tions. We observed that removing particular combinations of transcription-associated 
chromatin states resulted in positive and higher correlations (Additional file 1: Fig. S4). 
Notably, chromatin states 8_TxWk and 5_Tx5’ had few or no loci tested within the Gas-
perini/CRISPR/K562 dataset (Additional file  1: Fig. S2) and removing loci assigned to 
these states when computing pairwise correlations resulted in the largest correlation 
increases for these pairs that included Gasperini/CRISPR/K562.

We observed considerable variability in the chromatin states prioritized by different 
experts (Additional file 1: Fig. S5), notably between plasmid-based and CRISPR-based 
experts. For instance, regions overlapping the heterochromatin-associated 21_Het state 
had substantially greater normalized predicted regulatory activity based on the plasmid-
based experts compared to CRISPR-based experts (Fig.  2B, Additional file  1: Fig. S6). 
This is consistent with DNA sequences that are active in the plasmid context but are 
repressed by H3K9me3 marked heterochromatin in the native chromatin context.

ChromScoreHMM genome annotations

To better understand the relationships between ChromActivity’s expert model predic-
tions and to generate an integrated genome annotation based on them, we developed 
ChromScoreHMM. ChromScoreHMM identifies combinatorial and spatial patterns 
within the expert predictions and uses these patterns to annotate the genome at 25-bp 
resolution. ChromScoreHMM starts by binarizing the expert model predictions based 
on a top percentage threshold computed separately for each expert in each cell type, 
which we set to 2% (Methods). It then uses the binarized predictions across the cell types 
as input to ChromHMM [13, 14] to learn a multivariate hidden Markov model (Fig. 3A, 
Additional file 1: Fig. S7). ChromScoreHMM learns a model across cell types using the 
concatenated approach of ChromHMM, leading to a shared set of states across cell types 
but cell type-specific assignments. The states capture distinct combinatorial and spatial 
patterns of expert predictions, and the resulting genome annotation is referred to as 
ChromScoreHMM annotations.

We focused our analysis on a ChromScoreHMM model with 15 states (Methods). 
We numbered the states in decreasing order of mean emission parameter values 
(Fig. 3A) and divided the states into three subgroups consisting of what we charac-
terized as multi-expert states (states 1–10), single expert states (states 11–14), and 
the no expert state (state 15) (Additional file  1: Fig. S1). The multi-expert states all 
had at least two experts with emission probabilities ≥ 0.20. The single expert states all 
had a single expert with an emission probability of ≥ 0.90 and no other experts with 
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emission probability ≥ 0.10. In the no expert state, all experts had < 0.001 emission 
probability. The multi-expert and single expert states covered in total 5.2 and 3.9% of 
the genome respectively, while the no expert state was by far the most common state 
covering 90.8% of the genome.

Among the multi-expert states, state 1 was the only state that had emission prob-
abilities > 0.10 for all 11 experts. It had relatively high emission probabilities (> 0.50) 
for eight of the experts based on MPRA and STARR-seq datasets, and moderate emis-
sion probability (0.10–0.50) for the two experts based on CRISPR-dCas9 datasets 
and one MPRA dataset. State 2 had high emission probabilities for the Fulco/K562 
(CRISPR-based) expert and all but one STARR-seq-based expert. State 3 had moder-
ate or high emission probabilities for all the STARR-seq-based experts and two of the 
MPRA experts. State 4 had moderate or high emission probabilities for all experts 
except for White/HepG2. In contrast, state 5 was dominated by two CRISPR-based 
experts, with emission probabilities ≥ 0.98 for both, while the  highest non-CRISPR 
expert emission probability was 0.10. States 6–9 had one expert that had a very high 
emission probability (≥ 0.95) and moderate emissions for one or two other experts. 
For instance, state 7 had very high (0.98) and moderate (0.37) emission probabilities 
for the Ernst/K562 and Ernst/HepG2 experts, respectively, while state 8 had high 
(0.94) and moderate (0.22) emission probabilities to the Ernst/HepG2 and Muerdter/

Fig. 3  ChromScoreHMM emission parameters and enrichments. A Emission parameters of a 
ChromScoreHMM model learned based on combinatorial and spatial patterns of top scoring predictions of 
each expert (top 2% of predictions, Methods). Each row of the heatmap corresponds to a ChromScoreHMM 
state (states 1–15, color legend on left margin) and each column a different input expert model. Emission 
parameter values correspond to the probability in that state of observing a top scoring prediction for 
that expert model. B Overlap fold enrichments for (1) sequence and gene based annotations: CpG 
islands [40], exons, gene bodies, and transcription start sites from RefSeq [41], CTCF motifs from HOMER 
[42], (2) evolutionary conservation related annotations: GERP++ [43] and PhastCons 100 vertebrates 
conserved elements [44], (3) ERV1, LINE and LTR repeat elements from RepeatMasker [45], (4) ChromHMM 
annotations, 25-state model [13, 39]. Top row (“Genome % (Annotations)”): Percentage of the genome 
covered by each annotation type, calculated by dividing the number of genomic base pairs covered by a 
given annotation by the total size of the genome. As some annotations can overlap each other, the sum 
of these percentages exceeds 100%. C Percentage of the genome assigned to each ChromScoreHMM 
state. See Additional file 1: Fig. S8 and Additional file 1: Fig. S9 for additional enrichments. Red shading: 
emission parameters, blue shading: fold enrichments, black shading: genome percentages. Enrichments and 
percentages are medians across cell types
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HeLaS3 experts, respectively. State 10 was uniquely associated with the three White 
lab STARR-seq datasets, with each associated expert having a moderate emission 
probability and other experts having low emission probability (< 0.05), suggesting that 
this state may be capturing aspects of this particular STARR-seq protocol or other 
types of batch effects.

The four single expert states (states 11–14) were each associated with one expert. 
States 11 and 13 were associated with the CRISPR-based experts Fulco/K562 and Gas-
perini/K562 respectively, while states 12 and 14 were associated with the experts for 
Kheradpour HepG2 and K562 datasets, respectively. The experts associated with the sin-
gle expert states had below average pairwise score correlations with other experts (0.21 
and 0.04 for Fulco/K562 and Gasperini/K562, respectively, and 0.19 and 0.28 for Kherad-
pour/K562 and Kheradpour/HepG2, respectively, compared to average pairwise correla-
tion over all pairs of 0.37, Fig. 2A). These results suggest that these single expert states 
might be capturing dataset-specific signals or biases.

Enrichment analysis of ChromScoreHMM states

To better understand genomic properties of individual ChromScoreHMM states, we 
computed state enrichments for various genomic annotations (Fig. 3, Additional file 1: 
Figs. S8, S9). Some of the annotations used for the enrichments were also inputs to 
ChromActivity, specifically ChromHMM chromatin states (Fig.  3) and chromatin 
mark peak calls (Additional file  1: Fig. S8C). Other annotations were independent of 
ChromActivity’s predictions, including CpG islands, CCCTC-binding factor (CTCF) 
motifs, transcription start sites, exons, gene bodies, various repeat elements, and evolu-
tionarily conserved elements (Fig. 3). We also computed the proportion and fold enrich-
ments of the ChromScoreHMM states in the genomic neighborhood of TSSs (Additional 
file 1: Fig. S10). Additionally, we computed the normalized average prediction score for 
individual experts in each state (Additional file 1: Fig. S9C).

Seven of the ChromScoreHMM states showed strong (> tenfold) enrichments for at 
least one of the active enhancer or flanking chromatin states 13_EnhA1, 14_EnhA2, or 
15_EnhAF (Fig. 3), including 6 multi-expert (states 1, 2, 3, 5, 8, 9) and one single expert 
state (state 11, corresponding to the Fulco/K562 expert). State 2 (most associated with 
Fulco/K562, Muerdter/HeLaS3, and the White STARR-seq experts) had the strong-
est enrichments for the active enhancer states 13_EnhA1 and 14_EnhA2 among all the 
ChromScoreHMM states, with median fold enrichments of 104.0 and 58.5 fold respec-
tively, while state 9 had the highest enrichment for the active enhancer flanking state, 
15_EnhAF (46.4 fold).

Among all the states, state 1 (associated with broad expert activity) was most strongly 
enriched for both the TSS associated chromatin state 1_TssA (42.3 fold) and annotated 
TSSs themselves (39.8 fold), with a sharp peak in fold enrichment just around the TSS 
that decreases to approximately 1.7 fold 2 kb upstream and downstream of the TSS 
(Additional file 1: Fig. S10C). State 1 was also highly enriched for CpG islands (18.6 fold) 
and CTCF motifs (19.8 fold).

Eight states did not show strong enrichment for any of the active enhancer or flanking 
states. Of these, three of them still showed moderate enrichment for conserved bases 
(1.3–3.0 fold) including two multi-expert states (states 7, 10) and one single expert state 
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(state 12). State 4 (associated with moderate to high emissions for many experts) was 
also notable in that it was strongly enriched for CpG islands (18.7 fold) and for the chro-
matin states associated with poised promoters (22_PromP, 44.9 fold) and ZNF genes 
and repeats (20_ZNF/Rpts, 110.8 fold). State 7 (most associated with Ernst/K562 and 
Ernst/HepG2) was notable in that it showed the strongest enrichment for the bivalent 
promoter state (23_PromBiv, 31.6 fold) and also showed strong enrichment (> tenfold) 
for two transcribed states (6_Tx and 11_TxEnh3’). State 10, which was associated with 
a subset of the STARR-seq-based experts (White/A549, White/HepG2, White/K562), 
showed strong enrichment for a DNase-specific chromatin state (19_DNase, enrichment 
38.8 fold). The presence of DNase without histone modifications is often associated with 
CTCF binding and candidate insulator regions [46]. Consistent with that, state 10 had a 
10.2 fold enrichment for CTCF motifs.

Interestingly, some ChromScoreHMM states showed enrichment for both chromatin 
states associated with repression and activation. For instance, state 12 (the single expert 
Kheradpour/HepG2 state) was strongly enriched for the polycomb repressed chroma-
tin state (24_ReprPC, 13.0 fold), the repressive heterochromatin associated chromatin 
state (21_Het, 43.0 fold) and the poised promoter state (22_PromP, 14.7 fold), but also 
the active TSS state (1_TssA, 16.5 fold). Similarly, state 3 was enriched for the repres-
sive 21_Het state (23.4 fold) while also being enriched for moderately active states like 
15_EnhAF (13.3 fold) and 16_EnhW1 (14.5 fold).

Three states (states 6, 14, and 15) were predominantly associated with repressive or 
quiescent genomic chromatin states. State 6 (most associated with Wang/GM12878, 
Kheradpour/HepG2, and Kheradpour/K562) had the strongest enrichment of any state 
for the 21_Het chromatin state (46.0 fold) and also for LTRs (2.9 fold) while having the 
strongest depletion of conserved bases (0.71 fold). State 14 (the single expert state for 
Kheradpour/K562) was enriched for the repressive poised promoter (22_PromP), biva-
lent promoter (23_PromBiv), and repressed polycomb (24_ReprPC) states (6.9, 6.3, and 
7.3 fold respectively). Additionally, state 14 showed the weakest depletion for the Quies-
cent chromatin state (25_Quies) among single or multi-expert states (0.96 fold) with the 
Quiescent chromatin state comprising 75% of the state. State 15 (the no expert state) was 
the only ChromScoreHMM state to show enrichment for the Quiescent chromatin state 
(1.1 fold).

Notably, all ChromScoreHMM states with high emission parameter values for 
CRISPR-based experts (states 2, 5, 11, 13) were depleted for the 21_Het heterochro-
matin chromatin state (Fig.  3), which was not the case in general for states with high 
emission parameter values for plasmid-based experts. This is consistent with our anal-
ysis of individual CRISPR-based and plasmid-based experts (Fig.  2B), which showed 
21_Het was being assigned higher scores by the plasmid-based experts compared to the 
CRISPR-based experts, likely marking regulatory sequences that are repressed in their 
native chromatin context.

ChromScoreHMM annotations displayed substantial variation in mean gene expres-
sion between states and specific positions relative to the TSS (Additional file  1: Fig. 
S11). Most ChromScoreHMM states were more enriched at TSSs of high expression 
genes than low expression genes (Additional file  1: Fig. S12). States 14 and 15, which 
were among the states associated with repressive or quiescent genomic regions, were 
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exceptions to this. State 6, which was also predominantly associated with repressive or 
quiescent chromatin states, was more enriched for low expression genes upstream and 
downstream of the TSS but was more enriched for high expression genes at the TSS 
(Additional file  1: Fig. S12B). Meanwhile, states 5 and 13, which are mainly associ-
ated with CRISPR-based experts, were more enriched downstream of the TSSs of high 
expression genes compared to low expression genes.

We also evaluated the enrichment of ChromScoreHMM states for experimentally 
determined transcription factor binding locations matched to the cell type of the annota-
tions, which we would expect to enrich in bases of regulatory activity, and compared the 
enrichments to that of states of a ChromHMM model. For this, we focused on seven cell 
types with a large number of ChIP-seq experiments from ENCODE (A549, GM12878, 
H1 hESC, HeLaS3, HepG2, Huvec, K562). For each cell type, we computed enrichments 
for the center base of peaks after combining peak calls for all experiments in the cell type 
considered. We analyzed the cumulative fold enrichments of peak centers relative to the 
cumulative genome coverage of states when the states are ordered based on their enrich-
ment. The ChromHMM model we used was the same 25-state model that was input 
to ChromActivity. Despite having fewer states, for six of the seven cell lines the most 
enriched ChromScoreHMM annotations were collectively able to have greater enrich-
ment for transcription factor binding peak centers while covering more of the genome 
than a set of most enriched ChromHMM states (Additional file  1: Fig. S13). The one 
exception was H1 hESC, which may be partly because of increased TF binding in these 
cells without being associated with regulatory activity. Consistent with that, the chroma-
tin state associated with DNase-I hypersensitivity without any active histone modifica-
tions (19_DNase) had a 40-fold enrichment for transcription factor binding peak centers 
compared to between 11- and 21-fold in other cell types considered. However, some of 
the reduced performance in H1 hESC might also be reflective of epigenome differences 
in this cell type relative to other cell types considered. Overall, these analyses suggests 
that ChromScoreHMM offers advantages in many cell types for identifying a limited set 
of high-confidence regulatory sites while ChromHMM provides complementary ben-
efits in other cases.

ChromScore regulatory activity predictions

ChromActivity also averages the outputs of its individual expert predictions to gener-
ate a cell type specific regulatory activity score, termed ChromScore (Fig. 4A, Methods). 
ChromScore provides a single continuous score track for each cell type, where higher 
scores correspond to higher average predicted regulatory activity potential (Fig. 4A).

We investigated if ChromScore, which was trained based on functional characteri-
zation assay data in a limited number of cell types, would generalize to new cell types 
without functional characterization data. To evaluate the cell type generalization per-
formance of ChromScore to predict regulatory activity in unseen cell types, first we gen-
erated modified versions of our ensemble models in which functional characterization 
datasets of each cell type were removed from the training data. Next, we generated and 
evaluated ChromScore tracks for the held-out cell types using the modified models at 
loci not seen in training (Fig. 4B, Additional file 1: Fig. S14).
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We compared the ChromScore predictions to a set of baselines and existing score 
tracks from other methods for predicting activating vs. neutral labels of loci tested 
with functional characterization assays. The baselines included those based on indi-
vidual chromatin marks and one based on chromatin state assignments (Methods). 
The existing score tracks included several scores that provided cell type-specific 

Fig. 4  ChromScore tracks, cell type generalization performance evaluations and score distributions. A 
Visualization of ChromScore tracks in eight cell types shown above ChromScoreHMM and ChromHMM 
annotations in the same cell types for genomic interval chr1:6,000,000–6,100,000 (hg19). The cell types 
shown represent examples of both those with and without functional characterization training data (cell 
types with training data: GM12878, A549, HepG2, and K562; cell types without training data: CD14 primary 
monocytes, brain hippocampus cells, NHLF lung fibroblast primary cells, and osteoblast primary cells). B 
A comparison of cell type generalization performance of ChromScore to existing scores, single marks, and 
a chromatin state baseline. The bars correspond to the mean area under receiver operator characteristic 
(AUROC) across 11 functional characterization datasets. The first bar shows the performance of ChromScore. 
For ChromScore evaluations, expert models trained on the same cell type as the evaluation dataset were 
not used. The next six bars show the performance of existing scores [27, 47–51], which are followed by bars 
for the imputed signal tracks for DNase I hypersensitivity, H3K4me3, H3K27ac, H3K9ac, and H3K4me1. The 
last bar shows the mean ensemble of the chromatin state baseline models for all datasets (CS baseline, 
Methods). Error bars indicate standard error across evaluations. C Genomewide distribution of ChromScore 
values, averaged over cell types. Inset: log scaled. D Cumulative chromatin state fraction for top ChromScore 
percentiles. Each bin corresponds to an additional top 1% of scores. See Additional file 1: Fig. S1 for chromatin 
state color legend
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regulatory activity estimates integrating multiple epigenomic datasets (GenoNet, 
GenoNet-U [27], FunLDA [47], Genoskyline Plus [48]). In addition, we compared to 
two scores that also integrate epigenomic annotations but do so in a non-cell type-
specific manner and consider a diverse set of other annotations, CADD [49] and LIN-
SIGHT [50] (Methods).

ChromScore predictions had a substantially higher mean AUROC score (0.76) rela-
tive to all the baselines (AUROC range 0.67–0.70) except to DNase signal for which 
it was marginally better (0.75) (Fig.  4B). Among the existing scores we evaluated, 
AUROCs ranged from 0.59 (CADD) to 0.74 (Genonet and FunLDA). Comparing 
ChromScore’s predictive performance to its underlying experts indicated that Chrom-
Score performed similar to or better than the highest scoring experts in the majority 
of evaluations (Additional file 1: Fig. S15). ChromScore performed better in plasmid-
based dataset evaluations (mean AUROC 0.79) compared to CRISPR-based dataset 
evaluations (mean AUROC 0.59, Additional file 1: Fig. S16), possibly because it was 
trained on more plasmid-based datasets. Notably, while ChromScore and DNase sig-
nal showed similar cell type generalization performances, they were only moderately 
correlated across cell types (median Spearman correlation 0.26, Additional file 1: Fig. 
S17). Furthermore, the chromatin state distributions of top ChromScore regions dif-
fered considerably from top DNase regions (Additional file 1: Fig. S18) particularly for 
the 20_ZNF/Rpts (18.01 vs. 0.11 fold), 2_PromU (12.19 vs 29.20 fold), and 3_PromD1 
(7.08 vs. 34.05 fold) states.

We compared ChromScore predictions when training and using features based on 
observed data rather than imputed data, which yielded equivalent cell type gener-
alization performance (Additional file  1: Fig. S19). We also investigated the relative 
importance of subsets of features on cell type generalization performance with a fea-
ture ablation study (Additional file 1: Fig. S20). Removing individual features linked to 
specific marks, removing chromatin state features or removing peak features all had 
small effects on AUROCs (0.73–0.74, compared to 0.76). However, removing all signal 
features led to a more substantial decrease in prediction performance (0.70). These 
analyses suggest that it would be possible to use a smaller set of features than we used 
here and obtain comparable predictive performance, but also value of at least having 
multiple signal features. Removing DNase signal tracks, DNase peaks calls, and chro-
matin state annotations, which were in part-based on DNase signal tracks, from the 
model leads to only a modest decrease in cell type generalization performance, indi-
cating that the model’s overall performance has limited dependence on DNase-based 
features.

The median ChromScore across the genome and all 127 cell types was 0.10 (Fig. 4C), 
with top-scoring genomic regions (highest 2% genomewide) having a ChromScore 
> 0.35  on average. A number of the chromatin states with high mean ChromScores 
(Fig. 5C) and high fold enrichments within top-scoring genomic regions (Additional 
file 1: Fig. S18A) across cell types included states typically associated with regulatory 
activity, such as 13_EnhA1 (mean score 0.41, fold enrichment 29.40 fold), 14_EnhA2 
(mean score 0.35, fold enrichment 23.43), and 1_TssA (mean score 0.32, fold enrich-
ment 17.46). Interestingly, other chromatin states such as 20_ZNF/Rpts (mean score 
0.41, 18.01 fold) and 21_Het (mean score 0.32, 14.34 fold) also displayed high mean 
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scores and top-scoring region enrichments. The high mean scores and top-scoring 
region enrichments of 20_ZNF/Rpts and 21_Het appeared to be mainly driven by 
plasmid-based experts which, as previously shown, were more likely to assign higher 
scores on average to 20_ZNF/Rpts and 21_Het-annotated genomic regions (Addi-
tional file 1: Figs. S5, S6).

Analyzing ChromScore across many cell types enabled us to identify some genomic 
loci that were predicted to show near-universal activity across a diverse range of cell 
types. Approximately 0.19% of loci across the genome were predicted to be highly active 
(top 2% ChromScore) in over 90% of all cell types. We also observed that cell types that 
were more biologically similar had greater correlation in their ChromScore (Fig.  5 A, 
B). In particular, cell types within the same Roadmap Epigenomics tissue group [9] had 
an average Pearson correlation of 0.80 compared to a correlation of 0.62 for predictions 
crossing different tissue groups, reflecting ChromScore’s ability to capture cell and tis-
sue-specific behavior.

We analyzed fold enrichments for genomic repeat elements in top-scoring Chrom-
Score regions (top 2%, Additional file  1: Fig. S21A, E), and observed enrichments for 
long terminal repeats (LTRs, fold enrichment 1.71), particularly the endogenous 

Fig. 5  ChromScore across cell types. A Heatmap showing ChromScores at 20,000 randomly selected bases 
across the genome (columns) that had a score difference of > 0.25 between at least two cell types for 127 
Roadmap Epigenomics cell types (rows) (Methods). Columns are hierarchically clustered and rows are sorted 
based on Roadmap Epigenomics tissue groups [9]. The tissue groups of the rows are indicated on the left and 
their color legend is displayed at the bottom. B Heatmap of ChromScore Pearson correlations across all pairs 
of 127 cell types, which are ordered and colored as in A. C Distribution of mean ChromScores per chromatin 
state per cell type
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retroviral sequence 1 (ERV1) subclass (fold enrichment 2.04), and depletions for long 
interspersed nuclear elements (LINEs, fold enrichment 0.56) and short interspersed 
nuclear elements (SINEs, fold enrichment 0.41). The enrichment for LTRs is consistent 
with previous reports showing LTRs association with activating gene expression [34, 
52–54]. Top DNase regions by signal, in comparison, were depleted for LTRs, LINEs, 
and SINEs (Additional file 1: Fig. S21D, H). Plasmid-based experts and CRISPR-based 
experts prioritized different repeat classes, with LTRs being enriched in bases prioritized 
by plasmid-based experts but depleted in CRISPR-based experts and SINEs including 
the subclass of Alu elements showing the opposite trend (Additional file 1: Fig. S21 B, C, 
F, G). This could suggest LTRs being repressed in the genome but drive expression in a 
plasmid context. The enrichment of Alus in bases prioritized by CRISPR-based experts 
is consistent with the enrichment of both for transcribed regions [55] (Additional file 1: 
Fig. S5).

ChromScore moderately correlated with in  vivo gene expression at the TSS (Pear-
son correlation 0.41, Additional file 1: Fig. S22A, Methods). However, some chromatin 
marks showed stronger correlations around the TSS, such as H3K9ac (Pearson correla-
tion 0.59 at TSS + 500 bp). We note that correlations for ChromScore were not necessar-
ily expected to surpass that of all chromatin marks with expression, since ChromScore 
heavily relies on plasmid-based experts, which while providing an assessment of the 
inherent regulatory activity of a DNA sequence, do not reflect the full in vivo chroma-
tin context. Correlation patterns varied across functional characterization assay types 
and individual experts (Additional file 1: Fig. S22B), with CRISPR-based experts showing 
higher correlations upstream and downstream of the TSS (Additional file 1: Fig. S22C) 
but lower correlations at the TSS compared to plasmid-based experts (Mean Pearson 
correlations 0.32 for plasmid-based experts, 0.23 for CRISPR-based experts, Additional 
file  1: Fig. S22D). This observation is consistent with the lower CRISPR expert scores 
observed in the 1_TssA chromatin state, which is primarily associated with active TSSs, 
compared to those of plasmid-based experts, as well as the higher scores observed in 
upstream promoter (2_PromU) and downstream promoter (3_PromD1, 4_PromD2) 
chromatin states (Additional file 1: Fig. S5). These findings highlight the distinct patterns 
among ChromScore expert tracks in predicting gene expression around the TSS.

Discussion
We introduced ChromActivity, a computational framework that predicts gene regula-
tory element activity across diverse cell types by integrating information from chromatin 
marks and multiple functional characterization datasets. ChromActivity first trains a set 
of experts with each expert trained on a different individual functional characterization 
dataset. It then applies these trained predictors to make predictions for each cell type. 
Using these predictions, ChromActivity produces two complementary integrative out-
puts for each cell type. One of them is ChromScoreHMM, which annotates the genome 
into states representing combinatorial and spatial patterns in the expert’s regulatory 
activity track predictions. The other is ChromScore, which is a cell type-specific con-
tinuous numerical score of predicted regulatory activity potential across the genome 
based on combining the individual expert predictions. We applied ChromActivity using 
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chromatin mark data from 127 cell types in the Roadmap Epigenomics compendium and 
data from 11 functional characterization datasets.

We observed that different experts prioritized different subsets of the genome, in some 
cases corresponding to the assay or experimental protocol of the functional characteri-
zation dataset it was trained on. For example, plasmid-based experts on average assigned 
higher regulatory activity prediction scores to H3K9me3 heterochromatin-associated 
genomic regions compared to CRISPR-based experts, which was expected as the plas-
mid-based experts were trained based on loci tested outside of their native chromatin 
context (Fig. 2B). These differences enabled us to distinguish genomic regions with likely 
H3K9me3-associated repressive activity from inactive regions. We also observed differ-
ences between CRISPR-based and plasmid-based experts in terms of their correlations 
with gene expression at and around the TSS and their predictions of regulatory activ-
ity for different classes of repeat elements. Given these differences, specific applications 
may benefit from utilizing either plasmid-based or CRISPR-based expert predictions, or 
different ChromScoreHMM states. For example, plasmid-based expert tracks and asso-
ciated ChromScoreHMM states could be preferred for applications focused on predicted 
regulatory activity inherent in genomic sequences, independent of any regulatory effect 
of chromatin marks, while the CRISPR-based expert tracks and associated ChromScore-
HMM states could be preferred for applications focused on predicted regulatory activity 
in the native genomic context.

Some of the ChromScoreHMM states corresponded to genomic regions with pre-
dicted regulatory activity in different types of functional characterization assays, while 
others were more specific to a specific assay or likely associated with dataset-specific 
signals or biases. Notably, ChromScoreHMM states explicitly capture genomic regions 
that are more active in CRISPR-dCas9 or STARR-seq assays. We showed that Chrom-
ScoreHMM states corresponded to substantial enrichment differences for various anno-
tations, including gene annotations, repeat elements, chromatin states, and chromatin 
mark peaks. Further, the spatial distribution of ChromScoreHMM states relative to the 
TSSs of nearby genes varied depending on the expression of the genes. As expected, 
most states were more enriched at or around the TSSs of high expression genes com-
pared to low expression genes, except for the few states associated with repressive or 
quiescent genomic regions.

ChromScoreHMM, while building on the ChromHMM method, provides a dis-
tinct genome annotation that complements ChromHMM annotations. In particular, 
ChromScoreHMM annotations are defined based on combinatorial and spatial pat-
terns in supervised predictions of regulatory activity corresponding to different func-
tional characterization datasets, while ChromHMM annotations are defined directly 
based on the combinatorial and spatial patterns of chromatin marks. ChromScore-
HMM annotations thus more directly correspond to different classes of predicted reg-
ulatory activity, while ChromHMM annotations can capture chromatin mark patterns 
not expected to correspond to differences in regulatory activity reflected in func-
tional characterization assays. In particular, high emission parameters for a state in a 
ChromScoreHMM model can be directly interpreted to be associated with high pre-
dicted regulatory activity based on one or more functional characterization datasets, 
which is not the case for ChromHMM models. In addition, the ChromScoreHMM 
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annotations were generated at 25-bp resolution, higher than the 200-bp resolution 
typically used for ChromHMM annotations. A challenge with higher resolution anno-
tations with ChromHMM is the positions with locally highest signal for histone mod-
ifications are more likely to be the positions of nucleosomes and less likely the actual 
regulatory bases. By using supervised information, ChromScoreHMM can predict a 
position has greater regulatory activity even if it does not have a greater value for 
any input feature. This is likely reflected in the greater cumulative enrichments and 
genome coverage among the most enriched states for the center of transcription fac-
tor binding peaks in all but one of the cell types evaluated. The exception of H1 hESC 
also highlighted potential complementary advantages of ChromHMM.

ChromScore is based on an ensemble of predictors trained on a variety of functional 
characterization datasets thus avoiding an overreliance on the biases associated with any 
one dataset. We demonstrated the generalizability of ChromScore predictions across cell 
types through evaluations of predictive performance in unseen cell types. Top Chrom-
Score regions were highly enriched for enhancer chromatin states as well as classes of 
repeat elements previously shown to be associated with regulatory activation [34, 54]. 
We also showed that the predictions across 127 cell types exhibited cell type-restricted 
activity corresponding to known biological groupings of cell types.

There are several potential avenues for future work building on the current ChromAc-
tivity framework. One avenue would be to expand the set of functional characterization 
datasets used as input to ChromActivity, including adding additional recent CRISPR-
based ones and datasets from additional cell types. A challenge to incorporating many 
additional functional characterization datasets in addition to availability has been the 
lack of uniform processing. However, this is changing with additional uniformly pro-
cessed datasets beginning to accumulate in repositories [56], facilitating their inclusion 
in future models. A second avenue for future work would be to develop an improved way 
to combine expert predictions into a score other than the current strategy of averaging 
of predictions. This could potentially involve an approach that assigns different weights 
to different experts globally, for instance based on an estimated level of the noise for the 
labels on which they were trained, or in a locus-specific manner based on how similar 
the locus is to those for which the experts were trained. Future extensions of ChromAc-
tivity could potentially improve performance in CRISPR-based assays by assigning larger 
weights to CRISPR-based experts or including additional CRISPR-based. Another ave-
nue of future work would be to extend ChromActivity to directly predict repressive loci. 
We designed ChromActivity primarily to predict activation as the information in the 
functional characterization datasets that we considered for repression was more limited 
and inconsistent. However, some functional characterization datasets are informative of 
repression [34] and could be incorporated into an extended framework that explicitly 
models repression. ChromActivity focuses on predicting regulatory activity independ-
ent of target genes, a potential direction for future work is to evaluate the use of its pre-
dictions as input to complementary frameworks to map distal regulatory elements to 
their targets [4, 38, 57]. Future work could also investigate applying ChromActivity to 
additional cell types in human as well as to non-human species. However, we expect 
ChromActivity to already be a resource for analyzing and interpreting the human regu-
latory genome across diverse cell types.
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Conclusions
The ChromActivity framework provides integrative annotation of regulatory activ-
ity across diverse human cell types by combining data from multiple chromatin marks 
using supervised information from functional characterization assays. Specifically, the 
framework generates ChromScoreHMM states that can capture both assay-specific and 
broadly shared predictions of regulatory activity in addition to the summary Chrom-
Score regulatory activity prediction tracks. The ChromScoreHMM state annotations 
and ChromScore tracks constitute what we expect to be a valuable resource for analyz-
ing gene regulation across many human cell types, and we expect future applications 
of ChromActivity to further extend the coverage of cell types and conditions with such 
annotations.

Methods
Dataset selection and label extraction

We derived labeled training data from 11 functional characterization datasets for 
ChromActivity (Table S1). All datasets were of experiments in cell types for which there 
was matched uniformly processed chromatin mark data available from the Roadmap 
Epigenomics consortium. The chromatin mark data for these cell types were all origi-
nally generated by the ENCODE project consortium [7].

The individual datasets we used in abbreviated notation are as follows: Ernst/HepG2, 
Ernst/K562 [34], Kheradpour/HepG2, Kheradpour/K562 [33], Muerdter/HeLaS3 [35], 
Wang/GM12878 [36], White/A549 [7, 58], White/HepG2, White/K562 [37], Fulco/K562 
[38], and Gasperini/K562 [25]. The cell types covered by the individual datasets are as 
follows: A549 lung carcinoma (epigenome identifier E114), GM12878 lymphoblastoid 
(epigenome identifier E116), HeLa-S3 cervical carcinoma (epigenome identifier E117), 
HepG2 liver carcinoma (epigenome identifier E118), and K562 myelogenous leukemia 
(epigenome identifier E123).

ChromActivity treats predicting regulatory activity as captured by functional charac-
terization assays as a binary classification task and specifically focuses on differentiat-
ing activating regions from assumed neutral regions. For input into ChromActivity, we 
defined binary activating vs. neutral labels for each genomic region in each functional 
characterization dataset using dataset specific procedures described below. A sub-
set of the datasets reported repressive sequences in addition to neutral and activating 
(Ernst/HepG2, Ernst/K562, Kheradpour/HepG2, Kheradpour/K562). For these datasets, 
for consistency with other datasets that did not measure repression, we still treated it 
a binary classification task but excluded reported repressive regions while training the 
corresponding expert. We also provided ChromActivity a “reference nucleotide” within 
each region used for training, which we selected as the base we considered most likely 
representative of the regulatory activity. The specific procedure for selecting the base 
(e.g., center of construct, nucleotide with the highest signal) depended on the functional 
characterization dataset and is described below.

The Ernst/HepG2 and Ernst/K562 datasets [34] used a dense tiling of MPRA con-
structs combined with the SHARPR computational method to assign continuous regula-
tory activity scores to 5-bp intervals within the tiled regions. For each individual tiled 
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region, we identified the position with absolute maximum value and defined Sabsmax of 
the region to be the value at that position if non-negative and otherwise the negative of 
it. We assigned activating labels to tiled regions with Sabsmax values exceeding 1, and neu-
tral labels to regions with Sabsmax values between -1 and 1. We filtered any regions with 
scores under -1 to exclude likely repressive regulatory regions from the training dataset. 
This procedure yielded 2405 activating and 10,894 neutral regions for Ernst/HepG2 and 
2519 activating and 10,162 neutral regions for Ernst/K562. The reference nucleotide for 
each region was the center base of the 5-bp interval with the highest absolute maximum 
SHARPR score.

For the MPRA datasets Kheradpour/HepG2 and Kheradpour/K562 [33], we used the 
precomputed p-values associated with regulatory activity for each construct against 
scrambled controls. The constructs with regulatory activity under the expressed p-value 
threshold of 0.05 were labeled activating and the rest were labeled neutral. This yielded 
541 activating and 1548 neutral regions for Kheradpour/HepG2 and 347 activating and 
1742 neutral regions for Kheradpour/K562. The reference nucleotide for each region 
was the center nucleotide of the sequence motif originally used in the experimental 
design, which also was the center nucleotide of the construct. We excluded any synthetic 
sequences not represented in the genome from the dataset.

For the STARR-seq-based datasets White/A549, White/HepG2, and White/K562, we 
obtained STARRPeaker 1.0 [37] peak calls with ENCODE accessions ENCFF646OQS, 
ENCFF047LDJ, and ENCFF045TVA respectively. We assigned activating labels to the 
top 10% of the peak calls by the normalized signal output/input fold change value. For 
the neutral regions, we randomly selected bases from the genome, excluding any that 
overlapped the ENCODE list of excluded regions [59]. For each activating region, we 
picked three neutral regions from the genome. This procedure yielded 6929 activating 
and 20,787 neutral regions for White/A549, 5199 activating and 15,597 neutral regions 
for White/HepG2, and 3571 activating and 10,713 neutral regions for White/K562. The 
reference nucleotide for each region was the center nucleotide of the peak, which corre-
sponded to the base with the highest normalized signal output/input fold change value.

For Muerdter/HeLaS3 [35], which was also a STARR-seq dataset, we obtained peak 
calls from https://​data.​stark​lab.​org/​publi​catio​ns/​muerd​ter_​boryn_​2017/​peaks_​inhib​
itor_​corre​ctedE​nrich​ment4_​supp.​table3.​tsv, which corresponded to STARR-seq peaks 
with corrected fold-enrichment values above 4, the threshold used for peak calling in 
[35]. We applied the same random regions selection procedure as above to generate 
three neutral regions for each activating region. This yielded 9613 activating and 28,839 
neutral regions for Muerdter/HeLaS3. The reference nucleotide was the center of the 
peak for each region.

The Wang/GM12878 dataset [36] is based on a combined experimental and compu-
tational functional characterization method called High-resolution Dissection of Reg-
ulatory Activity (HiDRA). The experimental part of the method is based on a variant 
of STARR-seq called ATAC-STARR-seq, which first applies a selection step based on 
ATAC-seq to identify regions of open chromatin and then applies STARR-seq to these 
selected regions instead of the whole genome. For Wang/GM12878, we first obtained 
peak calls for “HiDRA driver elements” identified by the HiDRA-SHARPR2 pipeline and 
the HiDRA RNA/DNA ratio score track (GEO accession GSE104001). We then assigned 

https://data.starklab.org/publications/muerdter_boryn_2017/peaks_inhibitor_correctedEnrichment4_supp.table3.tsv
https://data.starklab.org/publications/muerdter_boryn_2017/peaks_inhibitor_correctedEnrichment4_supp.table3.tsv
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activating labels to the driver elements with RNA/DNA ratios above 1. To generate the 
neutral regions, we randomly selected nucleotides from “HiDRA tiled regions” that were 
not also in “HiDRA active regions,” maintaining a label ratio of three neutral regions for 
each activating region. This yielded 2409 activating and 7227 neutral regions for Wang/
GM12878. The reference nucleotide was the center of the peak for each region.

For Gasperini/K562, a CRISPR-dCas9 dataset [25], we obtained the data for the scaled-
up experiment from GEO (accession GSE120861), which included genomic regions 
targeting DNase-I hypersensitive sites with various combinations of H3K27ac, p300, 
GATA1, and RNA Pol II binding. We filtered gRNA readouts to only include predefined 
target regions that resulted in a decrease in a candidate gene’s expression (regression 
coefficient “beta” column < 0) and excluded loci that were flagged in the “outlier_gene” 
column. We followed the methodology provided in the paper [25] to aggregate gRNA 
readouts to gRNA groups targeting the same locus. Target loci with adjusted empiri-
cal p-values below 0.05 for any of the measured target genes were labeled activating. 
Regions that failed to reach that threshold for any genes were labeled neutral. This pro-
cedure yielded 432 activating and 5122 neutral regions for Gasperini/K562. The refer-
ence nucleotide was the midpoint of a target region.

For Fulco/K562, also a CRISPR-dCas9 dataset, we obtained the published adjusted 
p-values associated for tested candidate regulatory element-gene pairs (E–G pairs) 
in K562 [38]. This dataset contains aggregated data from 10 CRISPR-based functional 
characterization studies [60–69], with the vast majority of data points (> 99%) generated 
by perturbation with the CRISPRi-FlowFISH screen, which makes use of CRISPR-dCas9 
with an attached KRAB domain, targeting DNase-I hypersensitive sites within 450 kb 
of 30 selected genes. We used the same procedure as Ref. [38] to exclude any E–G pairs 
that (i) had less than 80% power to a detect 25% effect on gene expression or (ii) had 
a fraction change in gene expression that was positive after CRISPR interference, since 
it suggests repression. We used a p-value threshold of 0.05 to assign the activating and 
neutral labels E–G pairs. Candidate regulatory elements that were in at least one E–G 
pair were assigned to the activating label, while all other elements were assigned the 
neutral label. This yielded 69 activating and 747 neutral regions for Fulco/K562. The ref-
erence nucleotide was the center nucleotide of the element.

Genomic coordinates not in hg19 were converted to hg19 using the liftOver utility 
from the UCSC genome browser [70], specifically from hg18 for Kheradpour HepG2/
K562 datasets and from hg38 for White A549/HepG2/K562 datasets. All training, test-
ing, and analysis was done in the hg19 human genome assembly, except we have also 
provided as a resource hg38 liftOver ChromScoreHMM and ChromScore annotations. 
For all datasets, loci not in chromosomes 1 through 22 or chromosome X were filtered 
out.

Feature extraction and preprocessing

ChromActivity uses three classes of features in the models: chromatin mark signals, 
chromatin mark peak calls, and ChromHMM chromatin states. For the chromatin signal 
and peak call features, we used imputed signal tracks and narrow peak calls on imputed 
signal tracks, respectively, for the following 12 chromatin marks: DNase I hypersen-
sitivity (DNase), H2A.Z, H3K27ac, H3K27me3, H3K36me3, H3K4me1, H3K4me2, 
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H3K4me3, H3K79me2, H3K9ac, H3K9me3, H4K20me1 [9]. For the chromatin state fea-
tures, we used chromatin state annotations based on the 25-state ChromHMM model 
based on imputed data [13, 39]. All these features were available across 127 cell types.

For each region considered, ChromActivity extracts the signal features within a 2-kb 
window at 25 base intervals centered around a reference nucleotide associated with the 
region, yielding 81 features per mark. In our application here, this resulted in 972 inter-
mediate signal features for the 12 marks. For each mark, ChromActivity then applies 
principal component analysis (PCA) to its 81 signal features and selects the top three 
principal components. In our application here, the first three principal components 
explained on average 97% of the variance across training regions. ChromActivity retains 
the original signal value at the reference nucleotide thus reducing the number of sig-
nal features from 81 to 4 per mark. In evaluations and analyses that involved dividing 
the dataset into training and test partitions, PC component weights were learned from 
training partitions in each dataset and then applied to the test partitions.

For each chromatin mark peak, ChromActivity includes a binary indicator variable 
for the presence of the peak at the reference nucleotide. It also includes features cor-
responding to a one-hot encoding of the 25-chromatin state annotation at the reference 
nucleotides. Altogether, this procedure yields 85 features used for classification: 36 PCA 
signal features, 12 original signal value features, 12 chromatin mark peak features, and 
25 one-hot encoded chromatin state annotations features. All features are standard-
ized (based on the training partition for evaluations involving train and test sets) to have 
mean zero and a variance of one before training.

Training, evaluation and genomewide prediction track generation of the expert models

In the supervised learning component of ChromActivity, ChromActivity uses a bag-
ging ensemble of regularized logistic regression classifiers to generate the individual 
experts, which has the advantages of being robust and providing well-calibrated prob-
ability estimates that reflect the class membership of the training data. For each func-
tional characterization dataset, ChromActivity trained an ensemble of classifiers based 
on the extracted labels and features as described above. Each ensemble contained 100 
binary logistic regression classifiers with a L2-norm penalty trained on a random draw-
ing of training data points. The data points were drawn with replacement to obtain the 
same number of data points as the initial training set, i.e., a bagging ensemble. The regu-
larization strength C of the logistic regression classifiers was set to the default value of 1 
and assigned label weights of w(y = activating) = nneutral and w(y = neutral) = 3nactivating 
to the label classes, where w(y = y’) indicates label class weight for y’, and ny’ indicates 
number of data points of label y’. The label weights correspond to an effective label ratio 
of 0.25 (activating/(activating+neutral)) across different datasets (Additional file 1: Fig. 
S2A) instead of a balanced ratio so the resulting score better highlights genomic regions 
with high regulatory activity potential.

To evaluate the predictive performance of ChromActivity’s expert models on the 
functional characterization datasets they were trained on, we randomly generated 20 
train/test partitions per dataset with a 4:1 train:test ratio, stratified by label to ensure 
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consistent label ratios across the partitions. The models were trained as described above 
and applied to each test set to obtain AUROC metrics in Additional file 1: Fig. S3.

To produce the genomewide expert score tracks, ChromActivity applied the experts 
(trained on the entire training data) at 25-bp intervals across the genome to predict the 
activating class label probability at the center nucleotide in the interval (i.e., 13th nucleo-
tide). ChromActivity produced ChromScore tracks by taking the mean value of the indi-
vidual expert predictions for each 25-bp interval.

We computed a normalized version of the expert scores for analyses in which the 
distributions of the expert model scores are directly compared on the same sets of 
genomic loci (Fig.  2B, C, Additional file  1: Figs. S5, S6, S9). The normalization proce-
dure we implemented was based on quantile normalization. Specifically, to establish the 
reference distribution, we first computed expert model scores for 10 million randomly 
selected genomic locations, removing regions in the ENCODE excluded list [59]. We 
sorted the expert scores and computed the median expert score for each ranked entry. 
We then computed 1000 quantile bins of each expert score distribution and generated 
mappings from the quantile bins to the corresponding median expert scores. Score 
values from experts are mapped to normalized score values using these mappings. We 
computed the mean normalized expert score values over all experts to generate the nor-
malized ChromScore track used in Additional file 1: Fig. S9.

ChromScoreHMM annotations

To generate the ChromScoreHMM annotations, ChromActivity first converts the con-
tinuous score tracks associated with expert models into binarized input for ChromHMM 
(version 1.23). These annotations are generated at 25 bp resolution, corresponding to 
the resolution of the predictions, instead of the default ChromHMM resolution of 200 
bp. For the main analysis, the binarization threshold per score track was set such that 
the 25-bp bins within the top 2% of model scores were assigned to 1 and the rest were 
assigned to 0.

We used ChromHMM’s LearnModel subcommand with the following command line 
flags: -b 25 -n 128 -p 4 -d -1 -lowmem. This configuration corresponds to a score bin size 
of 25 bases, using 128 randomly selected cell type and chromosome combinations per 
Baum-Welch training iteration, 4 threads running the standard Baum-Welch algorithm, 
with the change in estimated log-likelihood stopping criterion disabled and reduced 
memory usage mode. The number of chromatin states for the main analysis was set to 
15. Emission and transmission parameters of the model are shown in Additional file 1: 
Fig. S7.

To determine the number of states and the binarization threshold we ran models with 
the number of chromatin states set to 10, 15, and 25 and binarization thresholds of top 
1, 2, 5, and 10%. We focused on a 15-state model as it provided a good balance between 
model expressivity and interpretability for multiple values of the binarization threshold. 
The binarization threshold presented a tradeoff: a higher binarization threshold risks 
missing a larger number of true regulatory sites or evidence that a regulatory site is sup-
ported by multiple expert’s top predictions, while a lower binarization threshold could 
over-assign the genome into regulatory states (Additional file 1: Fig. S23). We opted to use 
a binarization threshold of 2%, which provided a reasonable tradeoff with approximately 
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9.3% of the genome in a cell type on average in ChromScoreHMM states associated with 
at least one expert (Fig. 3) and 5.0% of the 25-bp intervals in the genome were above the 
binarization threshold in two or more experts (Additional file 1: Fig. S23).

ChromScoreHMM overlap fold enrichments

We computed overlap fold enrichments using ChromHMM’s OverlapEnrichment 
command with command line flag -b 25. CpG island coordinates and RefSeq gene 
coordinates [41] were the ones included with ChromHMM (version 1.23), originally 
downloaded from the UCSC genome browser. RefSeq annotations were the version 
available on July 26, 2015. RepeatMasker [45] repeat element coordinates and PhastCons 
100-way conserved element annotations [44] were obtained from the UCSC Genome 
Browser [40, 71]. CTCF motif instances were obtained from HOMER known motifs 
(track  version 191020) [42]. GERP++ conserved element annotations were obtained 
from http://​mendel.​stanf​ord.​edu/​Sidow​Lab/​downl​oads/​gerp [43].

Transcription factor binding enrichment analysis

We conducted a comparative analysis of enrichment for the center base of transcription 
factor binding peaks between ChromScoreHMM and ChromHMM state annotations. 
For this comparison, we used the annotations from the 15-state ChromScoreHMM 
model and the annotations from the 25-state imputation-based ChromHMM model, the 
latter of which was input features to ChromActivity. We focused on annotations from 
seven reference epigenomes corresponding to seven cell lines (A549 (E114), GM12878 
(E116), H1 hESC (E003), HeLa-S3 (E117), HepG2 (E118), Huvec (E122), and K562 
(E123)) based on the availability extensive uniformly processed ChIP-seq data from a 
prior ENCODE consortium compendium [7]. Specifically, we collected ChIP-seq from 
this directory https://​hgdow​nload.​soe.​ucsc.​edu/​golde​nPath/​hg19/​encod​eDCC/​wgEnc​
odeAw​gTfbs​Unifo​rm/ which had 35 experiments for A549, 90 for GM12878, 58 for H1 
hESC, 64 for HeLa-S3, 77 for HepG2, 14 for Huvec, and 150 for K562.

For each cell type considered, we separately concatenated peaks for all the ChIP-
seq experiments into a single file. We then used the OverlapEnrichment command of 
ChromHMM to compute enrichments for the concatenated peaks of each cell type both 
for the ChromHMM and ChromScoreHMM annotations. We used the “-center” flag to 
have the enrichment based on the center of the base of the peak. We used the “-multi-
count” flag to count a base multiple times in the overlap if it was the center base of mul-
tiple peaks in the concatenated file. For ChromScoreHMM enrichment, we used the “-b 
25” to specify the annotation was at 25 bp resolution while for ChromHMM we used the 
default “-b 200” option.

Separately for each cell type, we sorted the 15-ChromScoreHMM states based on their 
enrichment for the peak centers. We then plotted on the x-axis the cumulative genome 
coverage of the states based on this ordering. On the y-axis, we plotted the cumula-
tive fold enrichment based on the same ordering. The cumulative fold enrichment was 
computed by first multiplying for each state the percentage of the genome the state cov-
ers by its fold enrichment for peak centers to obtain the percentage of peak centers the 
state contains. The cumulative sum of those percentages was then computed. Finally, the 

http://mendel.stanford.edu/SidowLab/downloads/gerp
https://hgdownload.soe.ucsc.edu/goldenPath/hg19/encodeDCC/wgEncodeAwgTfbsUniform/
https://hgdownload.soe.ucsc.edu/goldenPath/hg19/encodeDCC/wgEncodeAwgTfbsUniform/
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cumulative sum of percentage of peak centers was divided by the cumulative percentage 
of genome coverage to obtain cumulative fold enrichments.

Analysis of expert score and ChromScore distributions

Pairwise expert score correlations

We computed pairwise Pearson correlations between pairs of expert scores at 500,000 
randomly selected bases of the genome, excluding any region on the ENCODE excluded 
regions list v2 for hg19 [59].

Chromatin state score distributions

To determine chromatin state score distributions for the 25-state ChromHMM annota-
tions [13, 39], we sampled 2.5 million loci from the genome excluding those in ENCODE 
excluded regions v2 as above and extracted their chromatin states and associated scores.

Cluster heatmap of ChromScores across cell types and tissue group correlations

To generate a cluster heatmap of scores across cell types, we randomly selected 20,000 
bases from the genome among those for which ChromScore showed a difference of at 
least 0.25 between at least one of the 127 cell types. We filtered for score differences 
to highlight genomic loci with different regulatory activity potential across cell types. 
Roadmap Epigenomics tissue groupings were obtained from the metadata section of the 
Roadmap Epigenomics data portal [9]. Loci were clustered using the euclidean average 
linkage metric implemented in scipy.cluster.hierarchy.linkage in the SciPy package [72]. 
We excluded the “ENCODE2012” and “Other” tissue groupings when computing the 
mean ChromScore correlations within and across tissue groups.

Evaluating ChromScore cell type generalization performance

To estimate the generalization performance of ChromScore in unseen cell types, we 
trained five modified versions of the model, one for each cell type with characteriza-
tion data available. Each version was constructed such that it did not have access to 
training data in one particular cell type (i.e., one of A549, GM12878, HeLa-S3, HepG2, 
or K562). To evaluate predictive performance for a dataset of a particular cell type, we 
used the version of the model with that cell type removed. In addition to holding out 
cell types, we also spatially partitioned the genome into 5-kb chunks and assigned each 
chunk to the training or testing partition with probability 0.75 (i.e., 3:1 train:test ratio). 
We repeated this process 20 times per dataset.

We compared the performance of ChromScore to a set of baselines and existing scores. 
The baselines included the individual imputed chromatin mark signals (DNase, H2A.Z, 
H3K27ac, H3K27me3, H3K36me3, H3K4me1, H3K4me2, H3K4me3, H3K79me2, 
H3K9ac, H3K9me3, and H4K20me1) in the matched cell types obtained from the Road-
map Epigenomics compendium. In addition, they included a simple chromatin state 
baseline model, which generated a single score track for each cell type by mapping a 
chromatin state annotation at a specific position to the average fraction of positive labels 
within the training partition for each dataset.

We also compared ChromScore to various cell type-specific and non-cell type-specific 
external scores that integrate different epigenomic datasets and in some cases with other 
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annotations, specifically FunLDA [47], GenoSkyline Plus [48], LINSIGHT [50], CADD 
[49, 51], and GenoNet/GenoNet-U [27]. Precomputed FunLDA scores were downloaded 
from http://​www.​funlda.​com/​downl​oad. GenoSkyline Plus annotations were obtained 
from http://​zhaoc​enter.​org/​GenoS​kyline. LINSIGHT annotation was downloaded from 
http://​compg​en.​cshl.​edu/​LINSI​GHT. CADD v1.4 scores were obtained from https://​
cadd.​gs.​washi​ngton.​edu. We used the browser track (hg19) version of the CADD scores, 
which are based on the highest scoring single-nucleotide variant for each genomic posi-
tion as described in https://​github.​com/​kirch​erlab/​CADD-​brows​erTra​cks.

GenoNet used two distinct models, a supervised version (“GenoNet”) which was 
trained on MPRA data [33, 73] and was only applied to the three cell types K562, 
HepG2, GM12878, and an unsupervised version (“GenoNet-U”) which did not use any 
functional characterization data and was applied to the remaining 124 Roadmap Epig-
enome cell types. Precomputed GenoNet scores for K562, HepG2, and GM12878 and 
precomputed Genonet-U scores for the remaining Roadmap Epigenomics cell type were 
obtained from https://​zenodo.​org/​record/​33362​08 [27, 74]. Precomputed GenoNet-
U scores in K562, HepG2, and GM12878 were not available, and instead we computed 
using a custom script based on the description of the method. The output of our imple-
mentation was confirmed to produce nearly identical predictions (Pearson correlation 
> 0.99) to the GenoNet-U scores in all 124 of Roadmap epigenome cell types for which it 
was available. For cell types for which a supervised GenoNet score was not available, we 
used the GenoNet-U score as the GenoNet score. 

To evaluate cell type generalization performance of the ChromScore model trained on 
observed rather than imputed data, we used observed histone modification signals and 
peak annotations processed by the Roadmap Epigenomics consortium [9] for data for 
the cell types K562, HepG2, A549, GM12878, and HeLa-S3 originally generated by the 
ENCODE Consortium. All these cell types had observed data for all marks in addition 
to a functional testing dataset we considered. We excluded chromatin state features dur-
ing training so the models would be more directly comparable between observed and 
imputed data. Consistent with our previous approach, we removed experts trained on 
cell types matching the evaluation cell type.

Expression analyses around TSSs

We downloaded the RPKM expression matrix for protein coding genes for 56 Road-
map Epigenomes from the Roadmap Epigenomics data portal (https://​egg2.​wustl.​edu/​
roadm​ap/​data/​byDat​aType/​rna/​expre​ssion/​57epi​genom​es.​RPKM.​pc.​gz), along with the 
corresponding Ensembl gene annotations (Ensembl v65, hg19) [75]. For each cell type, 
we categorized the genes into high expression (defined as log2(RPKM + 1) > 1) and low 
expression (defined as log2(RPKM + 1) < 0.01) genes. Across the 56 cell types, 62% of 
genes were categorized as high expression and 15% of genes were categorized as low 
expression on average.

To investigate expression of nearby genes for ChromScoreHMM states, we identified 
the ChromScoreHMM states within 24-kb windows centered around the TSSs of the 
genes, sampled at 200 base intervals. For genes on the negative strand, we flipped the 
position indices so that positive offset values always corresponded to the direction of the 
gene body. We computed log2(RPKM + 1) values for each gene based on the Roadmap 

http://www.funlda.com/download
http://zhaocenter.org/GenoSkyline
http://compgen.cshl.edu/LINSIGHT
https://cadd.gs.washington.edu
https://cadd.gs.washington.edu
https://github.com/kircherlab/CADD-browserTracks
https://zenodo.org/record/3336208
https://egg2.wustl.edu/roadmap/data/byDataType/rna/expression/57epigenomes.RPKM.pc.gz
https://egg2.wustl.edu/roadmap/data/byDataType/rna/expression/57epigenomes.RPKM.pc.gz
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Epigenomics RPKM expression matrix for protein coding genes. For each ChromScore-
HMM state and position offset, we then computed the mean log2(RPKM + 1) value 
across genes and cell types.

For the ChromScore expression correlations analysis, we first computed ChromScore 
and individual expert model scores within a 24-kb window centered around TSSs in all 
cell types with expression data available. We elected to center our intervals around the 
TSS, as distance to the TSS in general can be a major confounder for analyses reporting 
association between distal loci and gene expression. We also extracted chromatin mark 
signal values for the same windows for comparison. We mirrored the score windows for 
the genes on the negative strand around the TSS to align the upstream segments and the 
gene bodies. We then computed Pearson correlations between scores or signal values 
and log expression with a pseudocount (log2(RPKM + 1)) for each 25-bp interval cen-
tered around the TSS and averaged them over the cell types.

ChromScore repeat element enrichments

We downloaded RepeatMasker [45] repeat elements from the UCSC Genome Browser 
[40, 71], using the repClass column to identify the LINE, SINE, and LTR elements and 
the repFamily column to identify the ERV and Alu elements. We randomly selected 1 
million nucleotides from hg19 on chromosomes 1 through 22 and chromosome X, 
determined if they overlapped a repeat element with the bedtools intersect command, 
and computed ChromScore and expert prediction scores for each plasmid-based and 
CRISPR-based expert for the nucleotides. Mean plasmid and CRISPR scores were 
obtained by taking the mean score of the respective experts at each nucleotide. We 
grouped the scores within 200 quantiles (i.e., each quantile representing 0.5% of the 
nucleotides) and computed fold enrichments for each quantile for each repeat type com-
pared to the genome background.
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