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Abstract 

Precise calling of promiscuous adenosine-to-inosine RNA editing sites from transcrip-
tomic datasets is hindered by DNA mutations and sequencing/mapping errors. Here, 
we present a stepwise computational framework, called DEMINING, to distinguish RNA 
editing and DNA mutations directly from RNA sequencing datasets, with an embedded 
deep learning model named DeepDDR. After transfer learning, DEMINING can also clas-
sify RNA editing sites and DNA mutations from non-primate sequencing samples. 
When applied in samples from acute myeloid leukemia patients, DEMINING uncovers 
previously underappreciated DNA mutation and RNA editing sites; some associated 
with the upregulated expression of host genes or the production of neoantigens.
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Background
A myriad of single-nucleotide DNA mutations (DMs) and RNA variants, mainly adeno-
sine-to-inosine (A-to-I) RNA-editing sites (REs) catalyzed by adenosine deaminase act-
ing on RNA (ADAR) enzymes [1], have been identified by analyzing high-throughput 
RNA-sequencing (RNA-seq) datasets [2, 3]. Other than directly called from high-quality 
whole-genome sequencing (WGS) datasets [2], DMs could be also interpreted in RNA-
seq datasets [4, 5], but were generally treated as noises during the profiling of A-to-I REs 
[1]. Given the resulting I preferentially pairs with cytidine (C), A-to-I RE is thus read as 
A-to-G (guanosine) mutation by the cellular machinery [6] or during sequencing analy-
ses after reverse transcription [7–9]. In this scenario, A-to-I RE affects downstream RNA 
processing and function, such as recoding amino acid and altering alternative splicing.

Although precise identification of A-to-I REs has been long desired for fully understand-
ing their biological roles [10], calls in A-to-I REs from RNA-seq datasets are fraught with 
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expressed DMs embedded in transcriptomic datasets [4, 5]. As the number of expressed 
DMs could be several times more than that of A-to-I REs [11], even a small proportion 
of misclassification of expressed DMs can result in a disproportionately high rate of false 
RE calling. To solve this problem, stepwise bioinformatic tools have been developed to 
precisely identify A-to-I REs from RNA-seq datasets by using parallel WGS and/or prior 
knowledge for the removal of DMs [11]. Alternatively, efficient A-to-I calling could be also 
achieved without the requirement of matched WGS but by analyzing multiple RNA-seq 
datasets for common/constitutive A-to-I or taking advantage of variable allelic linkage 
between DM and A-to-I RE from reads mapped to the same regions [12–14]. So far, a large 
number of A-to-I REs have been widely identified from massive human transcriptomes, 
mainly located in primate-specific Alu elements [11–13]. Compared to all 12 types of DMs 
identified in human genomic DNA, only A-to-I REs are predominantly examined in human 
transcriptomic RNA-seq datasets [15], and the detection of other non-A-to-I variants in 
RNA was suggested to be artifacts of sequencing and mapping errors [16–19]. Of note, 
distinct to the large number of human A-to-I REs and their predominant distribution in 
primate-specific Alu regions, the number of A-to-I REs in mouse is much smaller, possibly 
due to the lack of Alu elements in the mouse genome [20]. In this case, pipelines used for 
human A-to-I prediction could not be readily used for the similar prediction in mouse.

Other than canonical computational pipelines, machine learning and deep learning 
models have been recently applied for A-to-I prediction. However, the application of these 
models in A-to-I calling also faces challenges. On the one hand, the manual and knowledge-
based nature of feature extraction used by machine learning may overlook certain inherent 
features for A-to-I formation. For example, recent findings highlight the impact of RNA 
secondary structure on RNA editing [21], which however was hardly included in the exist-
ing machine learning models, such as RED-ML [22] and RDDpred [23]. On the other hand, 
deep learning models that were trained only with reference genome sequences inevitably 
neglect pattern differences of DMs and REs beyond primary sequence, such as mutation 
frequency and allelic linkage, which may lead to non-negligible false positives [21]. Further-
more, published machine learning and deep learning methods for A-to-I prediction were 
usually confined to specific species and might not be applied to other species, hindering 
their broader application in RE calling. Computational tools that are capable of efficiently 
separating A-to-I REs from DMs are still desired.

Here, we developed a stepwise computational framework, named DEMINING, to distin-
guish RNA editing and DNA mutations directly from RNA sequencing datasets, by taking 
advantage of an incorporated deep learning model, named DeepDDR. After transfer learn-
ing, the fine-tuned DEMINING framework could also achieve successful classification of 
REs and DMs from aligned RNA-seq reads in other species, suggesting its broad applica-
tion of detecting REs and expressed DMs from massive transcriptomic datasets.

Results
Development of DEMINING to detect A‑to‑I REs and genomic DMs from RNA‑seq datasets

We develop a two-step computational framework, called DEMINING, to directly detect 
A-to-I REs and genomic DMs from RNA-seq datasets only. In the first step, after qual-
ity control, read mapping, and piling, we applied stringent cutoffs to remove sequenc-
ing and mapping errors for the identification of high-confidence mutations, including 
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both DMs and REs. In the second step, we constructed a deep learning model, Deep-
DDR, to efficiently and precisely subgroup these high-confidence mutations as A-to-I 
REs or DMs (Fig. 1a and Methods). DeepDDR was trained with reliable sets of DMs and 
REs obtained from paired human WGS and RNA-seq datasets of 403 donors (Addi-
tional file 1: Fig. S1a and Fig. S1b, Additional file 2: Table S1), retrieved from the 1000 
Genomes Project [2] and the Geuvadis consortium [24], respectively.

On the one hand, among ~ 31 millions of high-confidence DMs provided by 1000 
Genomes Project, about 578,000 of them could be examined in the paired 403 RNA-
seq datasets with expression (≥ 3 hits per billion mapped bases [14], HPB), mutation 
frequency (≥ 0.05), and mutation read (≥ 2) cutoffs. Similar distributions of all 12 DM 
types were observed between samples, exemplified by 2 of them from NA12890 and 
NA19213 (Additional file 1: Fig. S1a, Methods). On the other hand, high-confidence REs 
in each of 403 RNA-seq datasets were individually detected by the previously published 
RADAR pipeline [25], by which expressed DMs were filtered by the paired WGS dataset 
to obtain REs only (Additional file 1: Fig. S1b, Methods). Of note, the same expression 

Fig. 1 Developing DEMINING embedded DeepDDR model for DNA mutations (DMs) and RNA editing 
sites (REs) classification. a Construction of a stepwise DEMINING computational framework for direct DNA 
mutation (DM) and RNA editing (RE) classification. HPB hits per billion mapped bases, MF mutation frequency, 
MR mutation read. See the“Methods” section for details. b Schematic diagram of an embedded DeepDDR 
model for DM and RE classification. Left, features extract strategy by the  co-occurrence frequencies of each 
mutation site with its  context bases   (CMC). Right, DeepDDR model architecture.  See the “Methods” section 
for details. c  Evaluation of different models on RE identification. Receiver operating characteristic (ROC, left) 
curves and precision recall curves (PRC, right) of DeepDDR (red), EditPredict (purple), and RED-ML (blue) were 
shown to indicate their performance on RE identification with the test set. Area under ROC (AUROC) and area 
under PRC (AUPRC) values of DeepDDR (red), EditPredict (purple), and RED-ML (blue) were included in the 
figure.  d  Evaluation of DeepDDR on DM identification. ROC (left) and PRC (right) of DeepDDR were shown to 
indicate its performance on DM identification with the test set. AUROC and AUPRC values of DeepDDR were 
included in the figure
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(≥ 3 HPB) and mutation frequency (≥ 0.05) cutoffs, together with mutation read num-
bers (≥ 2), were used for the selection of REs. As previously reported [11–13], over 98% 
of identified REs in each of 403 RNA-seq datasets were A-to-G and T-to-C mismatches, 
mainly in Alu regions, indicating high-confidence A-to-I REs [11] called by RADAR [25] 
(Additional file 1: Fig. S1b). These high-confidence A-to-I REs identified by the RADAR 
pipeline in each of 403 RNA-seq datasets were then combined together to generate 
the collection of 122,872 unique REs (Additional file  3: Table  S2). In parallel, 122,872 
unique DMs were randomly selected from 578,000 of expressed DMs (Additional file 4: 
Table S3). The distribution of mutation frequencies of DMs and REs was shown in Addi-
tional file  1: Fig. S1c. These DMs and REs were then individually split into training, 
validation, and test sets with an 8:1:1 ratio for the model development and evaluation 
(Additional file 1: Fig. S1d).

To obtain features of these mutations, 51-nucleotide sequences containing a given 
DM (or RE) in the middle and its 50 context bases (25 bases in the upstream region 
and 25 bases in the downstream region) were extracted from aligned RNA-seq reads as 
described in “Methods (Identification of true REs from 403 human RNA-seq datasets 
by the RADAR pipeline, Step 1: RNA-seq read mapping/piling)” and then piled up for 
subsequent analysis (Fig. 1b, Methods). Next, a matrix of the co-occurrence frequencies 
of each mutation site with its context bases (CMC) was calculated, and CMC matrices of 
all DMs and REs in the training set were used as the input to train the DeepDDR model 
that contains two layers of convolutional neural network (CNN) (Fig.  1b, Methods). 
DeepDDR outputs a prediction probability from 0 to 1 for a given DM or RE, followed 
by the classification into the DM group (with prediction probabilities ≥ 0.5) or the RE 
group (with prediction probabilities < 0.5). When evaluated with the test set, the major-
ity (> 98%) of DMs were shown with prediction probabilities between 0.5 and 1 and most 
(> 92%) REs with prediction probabilities between 0 and 0.5 (Additional file 1: Fig. S2a), 
suggesting the efficient separation of DMs and REs by DeepDDR. In addition, compared 
to previously published EditPredict [26] and RED-ML [22] methods, DeepDDR could 
find more true REs as well (Additional file 1: Fig. S2a-c) with much higher AUROC (area 
under the receiver operating characteristic curve) values (Fig. 1c and Additional file 1: 
Fig. S2d). Out of our expectation, DeepDDR achieved similar high (over 0.99) AUROC 
values on DM (Fig. 1d and Additional file 1: Fig. S2e) prediction, suggesting its potential 
application in detecting expressed DMs from massive transcriptomic datasets.

To further evaluate DeepDDR, an independent test set (SampleID: HG00145 from 
the 1000 Genomes Project and the Geuvadis consortium) containing paired WGS and 
RNA-seq was downloaded. From this independent test set, 17,230 true DMs and 5395 
true REs were individually extracted from paired WGS and RNA-seq files with the 
same strategies (Fig. 2a, Additional file 1: Fig. S3a and S3b). Meanwhile, we applied 
DEMINING to the RNA-seq file of HG00145 only to obtain predicted DMs and REs 
by DeepDDR (Fig. 2a, Additional file 5: Table S4). By comparing true DMs/REs with 
predicted ones from the HG00145 independent test set, DeepDDR outperformed 
EditPredict and RED-ML, with the highest AUROC and AUPRC values on the pre-
diction of REs (Fig. 2b and c, Additional file 1: Fig. S3c-e). Of special note, DeepDDR 
achieved much higher recall rate compared to EditPredict and RED-ML did when 
using the independent test set for evaluation (Fig. 2b), aligned well with the finding 
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when using the test set for evaluation (Additional file  1: Fig. S2d). Other than this, 
DeepDDR also performed well in terms of AUROC and AUPRC values for predicting 
DMs, while other pipelines were not applicable for DM identification from RNA-seq 
datasets (Fig. 2d and e).

To assess the specific features from the input CMC matrix that may contribute to 
the classification accuracy of DeepDDR, we conducted a gradient analysis [27, 28] to 
identify key sequences that may contribute to distinguish REs from DMs. Briefly, for a 
given input CMC matrix and the corresponding output of DeepDDR, a gradient anal-
ysis calculates a rectified derivative for each input neuron in a deep neural network 
by backpropagating the output. This derivative value then represents the importance 
of each neuron in determining the output. The average gradient values for all 5333 
A-to-I REs and 3006 A-to-G (out of all 17,292) DMs were calculated. With gradient 

Fig. 2 Model performance on human independent test set. a Prediction of DMs and REs on independent 
test set with DEMINING/DeepDDR model. True DMs and REs were classified from paired WGS and RNA-seq 
data. DEMINING/DeepDDR was used to predict DMs and REs from training independent RNA-seq data 
of sample with SampleID HG00145. See the “Methods” section for details. b Evaluation metrics for RE 
identification on HG00145, including accuracy, precision, recall, specificity, and F1 score, comparing DeepDDR 
(red bar), EditPredict (purple bar) and RED-ML (blue bar). c Evaluation of different models on RE identification 
on HG00145. Receiver operating characteristic (ROC, left) curves and precision recall curves (PRC, right) of 
DeepDDR (red), EditPredict (purple), and RED-ML (blue) were shown to indicate their performance on RE 
identification. Area under ROC (AUROC) and area under PRC (AUPRC) values of DeepDDR (red), EditPredict 
(purple), and RED-ML (blue) were included in the figure. d Evaluation metrics for DM identification on 
HG00145, including accuracy, precision, recall, specificity, and F1 score, for DeepDDR. e Evaluation of 
DeepDDR on DM identification on HG00145. ROC (left) and PRC (right) of DeepDDR were shown to indicate 
its performance on DM identification. AUROC and AUPRC values of DeepDDR were included in the figure
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heatmaps as shown in Additional file 1: Fig. S4a, it indicated that bases immediately 
upstream and downstream of REs or DMs were crucial for DeepDDR to differentiate 
REs from DMs. We then extracted 50 nt sequences surrounding all 5333 A-to-I REs 
and 3006 A-to-G DMs to explore possible sequence motifs crucial for RE and DM dif-
ferentiation. As shown in Additional file 1: Fig. S4b, the 5’ upstream nucleotide adja-
cent to REs suggested significant depletion of G, while the 3’ downstream nucleotide 
suggested significant enrichment of G (top panel), which is consistent with previous 
reports of sequence features surrounding REs (bottom panel) [29–31]. In contrast, 
the 5’ upstream nucleotide adjacent to DMs indicated a significant enrichment of C, 
while the 3’ downstream nucleotide shows a significant enrichment of T (top panel of 
Additional file 1: Fig. S4c), mirroring the pattern of annotated A-to-G DMs (retrieved 
from dbSNP v151) located in mature mRNA regions (bottom panel of Additional 
file 1: Fig. S4c).

We also examined several other features that might contribute to distinguish REs and 
DMs, including repetitive element component, gene body location, clustering, and RNA 
secondary structure. As expected, REs were primarily located in Alu elements as previ-
ously reported [11–13], while DMs were predominantly found in non-repetitive regions 
(Additional file 1: Fig. S4d), consistent with previous studies [2]. In addition, REs were 
mainly located in the 3’ UTR [32], whereas expressed DMs were found in both the 3’ 
UTR and coding sequences (CDS) (Additional file 1: Fig. S4e) [2]. Moreover, detected 
REs tended to be closely clustered (mean distance between two REs is 9, Additional 
file 1: Fig. S4f ), consistent with previous reports [14, 33], while expressed DMs are scat-
tered (mean distance between two DMs is 576, Additional file 1: Fig. S4f ). Finally, the 
minimum free energy (MFE) analyzed by RNAfold indicated that sequences surround-
ing REs exhibited lower MFE than those around expressed DMs, suggesting that RE-
surrounding sequences tended to form stable dsRNA structures (Additional file 1: Fig. 
S4g) [30, 34]. Although these features could not be directly highlighted by the gradient 
heatmap (Additional file 1: Fig. S4a and S4b), they likely contributed to the DeepDDR 
model’s ability to distinguish REs and DMs.

Taken together, we developed a useful computational tool, DEMINING, to directly 
predict and distinguish DMs and REs from mapped RNA-seq reads.

Extended application of DEMINING in non‑primate RNA‑seq datasets after transfer 

learning

Other than the successful application in human samples, we set to apply DEMINING 
trained with human data to identify DMs and REs from other non-primate datasets, 
which has been previously proven to be challenging [20] because characteristics and 
patterns of A-to-I REs in primates, such as human, and non-primates, such as mouse, 
are very different. Nevertheless, we first tried the original DEMINING to differentiate 
DMs and REs from a publicly available mouse bone marrow RNA-seq dataset (Methods, 
Fig. 3a, top). Because no corresponding WGS was available, true DMs and REs in this 
mouse dataset were obtained by comparing paired RNA-seq samples of wild-type (WT) 
and Adar knockout conditions (Additional file 1: Fig. S5a, Additional file 6: Table S5, and 
Methods) and then used to evaluate the performance of the original DeepDDR model 
in the mouse sample. Since the features used by RED-ML only designed to be extracted 
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from the human genome, RED-ML was failed to be included in this comparison, and 
only EditPredict could be applied here for the comparison with DeepDDR. As shown 
in Fig. 3b, although DeepDDR achieved higher AUROC value in the prediction of REs 
than EditPredict did, the RE recall rate by DeepDDR was only 0.44, when using the same 
cutoffs as in human (prediction probabilities of DMs ≥ 0.5 and prediction probabilities 
of REs < 0.5) (Fig. 3c). Further examination showed that the prediction probabilities of 
most mouse REs by DeepDDR were ranged between 0 and 0.8 (Additional file  1: Fig. 
S5b) compared to human ones between 0 and 0.5 (Additional file  1: Fig. S2a and Fig. 
S3c). In this case, the original DeepDDR model trained with human datasets might not 
be suitable for direct DM and RE classification in mouse datasets.

To solve this problem, we then leveraged the original DeepDDR model trained with 
human datasets as a pre-trained model for transfer learning with another mouse data-
set containing mouse brain Adars (Adar and Adarb1) double knockout (DKO) and WT 
samples (Methods). True DMs and REs in these mouse brain datasets were similarly 

Fig. 3 Model trained on human data accurately classify DMs and REs on mouse data using transfer 
learning. a Prediction of DMs and REs in mouse datasets with original DeepDDR model. DeepDDR was used 
to predict DMs and REs from WT RNA-seq data of mouse bone marrow, and true DMs and REs were classified 
by comparing WT and Adar KO RNA-seq data. See the “Methods” section for details. b Evaluation of different 
models on RE identification. ROC of DeepDDR (red) and EditPredict (purple) were shown to indicate their 
performance on RE identification with the mouse bone marrow dataset. AUROC values of DeepDDR (red) and 
EditPredict (purple) were included in the figure. Of note, since the features used by RED-ML only designed 
to be extracted from the human genome, RED-ML was failed to be included in this and below comparisons. 
c Evaluation metrics for RE identification (left) and DM identification (right), including accuracy, precision, 
recall, specificity, and F1 score, by DeepDDR (red) and EditPredict (purple). d Schematic of constructing 
DeepDDR-transfer model. An additional mouse brain RNA-seq datasets containing WT and Adars (Adar and 
Adarb1) double knockout (DKO) samples were used for transfer learning. See the “Methods” section for details. 
e Evaluation of different models after transfer learning on RE identification. ROC of DeepDDR-transfer (red 
dashed line) and EditPredict-transfer (purple dashed line) were shown to indicate their performance on RE 
identification with the same mouse bone marrow dataset. AUROC values of DeepDDR-transfer (red) and 
EditPredict-transfer (purple) were included in the figure. f Evaluation metrics for RE identification (left) and 
DM identification (right), including accuracy, precision, recall, specificity, and F1 score, by DeepDDR-transfer 
(red shaded bar) and EditPredict-transfer (purple shaded bar)
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retrieved by comparing ratio changes between WT and Adar DKO brain samples (Addi-
tional file 1: Fig. S5c, Additional file 7: Table S6, and Methods) and further used as inputs 
for the transfer learning to obtain a fine-tuned DeepDDR-transfer model (Fig. 3d and 
Additional file 1: Fig. S5d). Similarly, transfer learning was applied to EditPredict using 
its default requirement of 201-nucleotide sequences extracted around the same true 
DMs and REs from mouse brain datasets, resulting in the generation of EditPredict-
transfer (Additional file  1: Fig. S5d). DeepDDR-transfer and EditPredict-transfer were 
thus used to reanalyze mouse bone marrow WT RNA-seq samples that were not used 
for transfer learning. As expected, DeepDDR-transfer also exhibited higher AUROC 
value compared to EditPredict-transfer (Fig.  3e). More importantly, the recall ratio of 
mouse REs was increased from 0.44 by the original DeepDDR model to 0.92 by the 
fine-tuned DeepDDR-transfer model (compared Fig.  3c with Fig.  3f ), indicating that 
the transfer learning approach significantly improved the model performance. Closer 
examination showed that prediction probabilities of 90.78% mouse bone marrow A-to-I 
REs ranged between 0 and 0.05 by the fine-tuned DeepDDR-transfer model (Additional 
file 1: Fig. S5e), compared to those between 0 and 0.8 by the original DeepDDR model 
prior to transfer learning (Additional file 1: Fig. S5b).

Similar improvement was also achieved in a downloaded nematode dataset that con-
tains adr (adr-1 and adr-2) DKO and WT samples (Methods, Additional file 8: Table S7), 
in which the recall ratio was increased from 0.18 by DeepDDR to 0.85 by DeepDDR-
transfer (Additional file 1: Fig. S6). These results together suggested the expanded appli-
cation of DeepDDR-transfer in the prediction of RNA A-to-I REs from non-primate 
samples. Interestingly, when applied the fine-tuned DeepDDR-transfer model back to 
the human samples, the precision of RE prediction was significantly dropped from 0.94 
by the original DeepDDR models (Fig.  2b) to 0.56 by DeepDDR-transfer (Additional 
file 1: Fig. S7a). Correspondingly, many true DMs from this human dataset were wrongly 
classified as REs by DeepDDR-transfer (Additional file 1: Fig. S7b). In this scenario, the 
DeepDDR and DeepDDR-transfer models should be individually used for the corre-
sponding analyses in primate or non-primate samples.

During the study, we also developed other machine learning models, such as Light 
Gradient Boosting Machine (LightGBM), logistic regression (LR), and random forest 
(RF), and deep learning models, such as recurrent neural network (RNN) and a hybrid 
of CNN and RNN (CNN + RNN), for the analyses. Among all these models, DeepDDR 
with two layers of CNN and the CNN + RNN hybrid model demonstrated comparable 
performance in distinguishing differentiating DMs and REs in both human (Additional 
file 1: Fig. S8) and mouse datasets, before and after transfer learning (Additional file 1: 
Fig. S9-10), superior to those of all the other models.

Application of DEMINING to detect disease‑associated DMs/REs from patient samples

Next, we set to apply the DeepDDR-embedded DEMINING framework to identify dis-
ease-related mutations from publicly available RNA-seq datasets of individuals, such as 
acute myeloid leukemia (AML) patient samples. From a published collection of 19 AML 
patient RNA-seq datasets (from peripheral blood or bone marrow tissue) [35], DEMIN-
ING totally identified 195,256 DMs (Fig. 4a, Additional file 9: Table S8) and 137,682 REs 
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(Additional file 10: Table S9). Since the heterogeneous nature of AML has been reported 
to be associated with numerous pathogenesis-related mutations [36], we then set to fur-
ther investigate these DEMINING-identified mutations from AML samples.

Among 195,256 DMs, we first filtered out those could be also called in at least one 
of 17 normal control samples (medullary thymic or myelocytic precursor cells) in 
the same collection [35] or had a high minor allele frequency (MAF > 0.05) in 1000 
Genomes Project (Fig. 4a). As a result, about 57,150 DMs were remained by this filter-
ing step, indicating as AML-specific ones (Fig.  4a, Additional file  11: Table  S10), with 
a similar distribution pattern of mutation types (Additional file  1: Fig. S11a) as those 
retrieved from 1000 Genomes Project (Additional file 1: Fig. S1a). Although the major-
ity (~ 70.91%) of them were found to be overlapped with annotated SNPs in dbSNP 
(Fig. 4b), only a small portion (~ 13.32%) of these 57,150 AML-specific DMs were pre-
viously reported to be associated with diseases by ClinVar and/or COSMIC databases. 
These results thus implied that many previously underappreciated DMs might be associ-
ated with AML pathogenesis. Given the fact that their mutation frequencies were gener-
ally lower than those reported in the 1000 Genomes Project (compared Fig. 4c with the 
left panel of Additional file 1: Fig. S1c), it suggested that AML-specific DMs identified by 
DEMINING were likely acquired mutations during AML pathogenesis.

Correlation of DEMINING‑identified DMs and mis‑regulated gene expression

Then, we performed additional analyses to address links of these previously  under-
appreciated DMs with AML. Among 57,150 AML-specific DMs identified by 

Fig. 4 Applying DEMINING framework to identify disease-related mutations in acute myeloid leukemia 
(AML). a Identification of AML-associated DMs from corresponding RNA-seq datasets by DEMINING. b 
Overlapping of AML-specific DMs and reported SNVs in public databases, including ClinVar 2023.04 (https:// 
www. ncbi. nlm. nih. gov/ clinv ar/), COSMIC (version 97, https:// cancer. sanger. ac. uk/ cosmic/) and dbSNP (version 
156, https:// www. ncbi. nlm. nih. gov/ snp/). c Mutation frequency distribution of all AML-specific DMs (left), 
overlapped AML-specific DMs (middle), and non-overlapped AML-specific DMs (right). d Overlapping of 4464 
mutated genes carrying AML-specific recoding DMs with 50 AML-associated genes listed in COSMIC Cancer 
Gene Consensus (CGC). e Gene Ontology (GO) enrichment analysis in biological process (BP) terms for three 
gene sets including all mutated 4464 genes, 86 AML-associated genes listed in CGC, and their overlapping 
50 genes. Top GO terms ordered by adjusted P value in at least one gene set were kept and compared. f The 
number of overlapped (dark gray) and non-overlapped (light gray) DMs in the top 10 genes. Left, top 10 
genes out of 4464 genes with recoding DMs; right, top 10 genes out of 50 AML-associated genes listed in 
COSMIC CGC 

https://www.ncbi.nlm.nih.gov/clinvar/
https://www.ncbi.nlm.nih.gov/clinvar/
https://cancer.sanger.ac.uk/cosmic/
https://www.ncbi.nlm.nih.gov/snp/
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DEMINING, 8220 were predicted to cause amino acid changes, hereafter called 
recoding DMs. These recoding DMs were found in 4464 genes (Fig.  4d), including 
50 out of 86 AML-associated genes listed in the COSMIC Cancer Gene Consen-
sus (CGC) that have evidence-based functions in the development and progression 
of AML [37]. Importantly, similar biological pathways (BPs) were enriched by Gene 
Ontology (GO) analyses of 4464 genes with AML-specific recoding DMs, 86 AML-
associated genes listed in CGC, and their overlapping 50 genes (Fig.  4e). These 
enriched GO pathways included covalent chromatin modification, histone modifica-
tion and peptidyl-lysine modification (Fig. 4e), which were also found to be mis-regu-
lated during tumorigenesis in previous studies [38].

After analyzing the distribution of these recoding DMs in their host genes, we 
observed that over 15 recoding DMs were enriched in each of top 10 of aforemen-
tioned 4464 genes (left panel of Fig. 4f, Additional file 1: Fig. S11b), compared to less 
than 10 recoding DMs in AML-associated genes reported by CGC (right panel of 
Fig.  4f ). Top 10 genes with most enriched recoding DMs included ANKRD36C (26 
recoding DMs), ANKRD36 (23 recoding DMs), and ANKRD36B (15 recoding DMs), 
which all belong to the ankyrin repeat domain (ANKRD) gene family.

Interestingly, these recoding DMs and all AML-specific DMs identified by DEMI-
NING in the three ANKRD gene loci were mainly clustered in predicted sequences 
encoding intrinsically disordered regions (IDRs) (Fig.  5a). Previous studies showed 
that some mutations mapped to sequences encoding predicted IDRs were related to 
diseases [39]. Since IDRs could drive liquid-liquid phase separation (LLPS) [40] and 
the dysregulation of LLPS was a key event in the initiation and/or evolution of can-
cer [41], the identification of recoding DMs in regions encoding predicted IDRs of 
ANKRD gene loci suggested the interplay of dysregulated LLPS by mutated ANKRD 
genes along AML pathogenesis. Together with a recent finding of ANKRD36 as a 

Fig. 5 AML-specific DMs identified in three ANKRD genes are enriched in IDR coding regions and correlated 
with expression. a Distribution of identified AML-specific recoding DMs (top) and AML-specific DMs (bottom) 
along coding sequences (CDS) of the ANKRD36C (left), ANKRD36 (middle), and ANKRD36B (right). Distribution 
(black plot) of predicted DMs (black vertical lines) by DEMINING were shown in genes’ CDS regions (gray 
and red rectangles). Red rectangles represent CDS regions that encoding intrinsically disordered regions 
(IDRs) predicted by MobiDB-lite integrated in the InterPro database (https:// www. ebi. ac. uk/ inter pro/). b 
Comparison of gene expression of ANKRD36C,ANKRD36, and ANKRD36B in 17 normal control samples (Ctrl) 
and 19 AML patients with or without recoding DMs (AML w DM: AML patients with recoding DM; AML w/o 
DM: AML patients without recoding DM). The boxplot summarizes results for all samples with the number of 
samples n shown below. Center line: median. Box bottom and top edges: 25th and 75th percentiles. Whiskers 
extend to extreme points excluding outliers (1.5 times above or below the interquartile range). Outliers 
omitted for clarity. Violin-shaped areas: Kernel density estimate of data distribution. Statistical significance was 
assessed with two-tailed Wilcoxon rank-sum test. *P < 0.05, **P < 0.01, ***P < 0.001

https://www.ebi.ac.uk/interpro/
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biomarker of chronic myeloid leukemia (CML) [42], these results strongly suggested 
the possible association of enriched recoding DMs in ANKRD genes with AML.

What was the consequence of these recoding DMs on their host gene expression? 
We observed all three ANKRD genes were significantly upregulated in AML samples, 
especially in those with DEMINING-identified recoding DMs (Fig.  5b). These results 
indicated that DEMINING-identified DMs might be functional as cis-expression quanti-
tative trait loci (cis-eQTLs), while we could not exclude the possibility of indirect effects 
of DMs on their host gene expression.

The cluster of 8220 AML-specific recoding DMs was selected due to their capacity of 
causing amino acid changes (Fig. 4a). Although lack of the whole-proteome sequencing 
datasets, corresponding liquid chromatography-coupled mass spectrometry (LC–MS/
MS) spectra of major histocompatibility complex (MHC)-associated peptides from 19 
AML patients were available in the same study [35]. Thus, it was attractive to exam-
ine whether 8220 DEMINING-identified AML-specific recoding DMs (and recoding 
149 REs, Additional file 1: Fig. S12, Additional file 11: Table S10 and Additional file 12: 
Table S11) could cause the production of neoantigen(s) that were displayed by MHC. To 
achieve this goal, we created an in silico library containing 3,581,675 of predicted pep-
tides (8-30 amino acids (a.a.) long) from 4464 genes with 8220 recoding DMs (Fig. 4a) 
and 121 genes with 149 recoding REs (Additional file 1: Fig. S12) as queries (Additional 
file 1: Fig. S13a, Methods). Decoyed peptides from the predicted peptides and proteins 
from human UniProt proteome were also added to this library to be used as negative 
controls (Additional file  1: Fig. S13a, Methods). This in silico library containing both 
predicted peptides with recoding DMs/REs and negative control peptides was used as 
bait to screen LC-MS/MS spectra of MHC-associated peptides from AML patients. This 
analysis led to the identification of three neoantigen candidates, two caused by distinct 
DMs and one caused by an RE (Additional file 1: Fig. S13b). Of note, none of these three 
neoantigens were listed in the published analysis of LC-MS/MS spectra [35], indicating 
the importance of DM/RE-guided strategy for neoantigen identification.

Lastly, it has been reported that DMs or REs can alter RNA splicing or RNA stability, 
which is correlated with human diseases [43, 44]. To evaluate whether DMs and REs 
identified by DEMINING could influence splicing or generate stop codons that trigger 
nonsense-mediated decay (NMD), we adopted the plugin MaxEntScan of Ensembl Vari-
ant Effect Predictor (VEP) for analyses [45]. As shown in Additional file 1: Fig. S14a and 
S14b, some DEMINING-identified DMs and REs were shown to affect splicing or intro-
duce stop codon. Specifically, among 57,150 AML-specific DMs found in 19 AML sam-
ples, 22 were predicted to generate new splicing sites and 41 to abolish splicing sites. Of 
note, an obvious splicing pattern change could be determined with an AML-specific DM 
in the 08H053 sample, when compared to the 07H122 sample without the AML-specific 
DM (Additional file 1: Fig. S14c). Interestingly, among 58,045 AML-specific REs, only 13 
were shown to abolish splice sites. As for whether AML-specific DMs or REs could gen-
erate stop codons for possible NMD, we found that 327 DMs caused stop codon gaining, 
while none with REs. These results suggested that DEMINING-identified DMs might 
dysregulate gene expression by altering RNA splicing and stability, which requires fur-
ther investigation. Notably, since only high-confidence DMs and REs were selected with 
stringent cutoffs (such as mutation reads ≥ 2 and mutation frequencies ≥ 0.05, Methods), 
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some low abundant ones that could affect RNA splicing and stability might be missed in 
this analysis.

Discussion
Here, we reported a deep learning model embedded computational framework, 
DEMINING, to achieve efficient and accurate prediction of REs and DMs from RNA-
seq datasets only (Figs.  1 and 2). After transfer learning, DEMINING-transfer has 
exhibited remarkable adaptability in datasets from non-human species, including 
mouse and nematode (Fig. 3), indicating its broad application in DM and RE profil-
ing across species. The successful identification of DMs from the independent data-
set (Fig. 2) and AML patient samples (Figs. 4 and 5) suggested its application in the 
disease-related DM profiling.

Identifying disease-related DMs is essential to our understanding of genetic disor-
ders contributing to diseases. Despite that a large number of WGS and WES datasets 
have been accumulated to contribute to the profiling of genetic DMs [2, 46], retriev-
ing high-confidence mutations from WGS and WES datasets still suffered with high 
cost, low efficiency, and time-consuming. Instead, whole transcriptomic RNA-seq, 
but not corresponding WGS, datasets are prevalently available from individuals, 
including patients [47]. Thus, it is luring to use the developed DEMINING framework 
to directly differentiate expressed DMs and REs from RNA-seq datasets.

In this proof-of-concept study, we applied DEMINING to RNA-seq datasets from 
AML patient samples [35] and uncovered previously unreported DMs and REs in 
some uncharacterized AML-associated gene loci, such as ANKRD36C, ANKRD36, 
and ANKRD36B (Fig. 4f ). On the one hand, many of recoding DMs are enriched in 
these ANKRD gene regions encoding IDRs (Fig.  5a), thus suggesting a possible link 
between dysregulated LLPS and AML pathogenesis. On the other hand, a positive 
correlation between DEMINING-identified recoding DMs and upregulated expres-
sion of these ANKRD mRNAs has been observed, providing potential targets for 
AML diagnosis and/or therapeutics (Fig. 5b). In addition, some AML-specific recod-
ing mutations, including two DMs and one RE, were found to be responsible for the 
production of neoantigens validated by corresponding mass spectrometry data (Addi-
tional file 1: Fig. S13). Finally, some AML-specific DMs and REs were also found to 
cause splicing changes or stop codon gaining (Additional file 1: Fig. S14), while their 
effects on RNA stability and function require further investigation. These findings 
together demonstrated the successful application of DEMINING in identification 
of disease-associated mutations, providing additional insights in pathogenesis and 
therapeutics.

Conclusions
Here, we developed a computational framework, DEMINING, empowered by an 
embedded DeepDDR model to differentiate DMs and REs directly from RNA-seq 
datasets. After transfer learning, the DeepDDR model can be extended for DM and 
RE differentiation from other non-primate samples. Given the fact that DEMINING 
is characteristic to efficiently and specifically detect DMs from RNA-seq datasets, 
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its application in AML samples successfully identified previously underappreciated 
mutations in unreported AML-associated genes. Since whole transcriptomic RNA-
seq datasets are prevalently available from individuals, including patients, we expect 
that, when applied in a broader spectrum of human disease RNA-seq samples, DEMI-
NING will uncover more disease-related mutations and genes for potential diagnosis 
and therapeutics.

Of note, since both expression (≥ 3 HPB) and mutation frequency (≥ 0.05 cutoffs), 
together with mutation reads (≥ 2), were used for the filtering, lowly expressed DM/RE 
sites (< 3 HPB) or sites with low mutation frequency (< 0.05) or with low mutation read 
number (< 2) were excluded by DEMINING. Thus, caution should be exercised when 
using samples with different sequencing strategies/depths for similar comparative analy-
ses by DEMINING.

Methods
Collection of published WGS and/or RNA‑seq datasets for analyses

A series of WGS and RNA-seq datasets from independent resources were collected and 
used in this study (Additional file 2: Table S1).

The first data collection consisted of data from 403 donors, which represents the inter-
section of individuals from the 1000 Genomes Project [2] phase 1, phase 3, and the Geu-
vadis consortium [24]. For each donor, data from whole-genome sequencing (WGS) 
and/or whole-exome sequencing (WES) were obtained in the form of variant call for-
mat (VCF) files. These VCF files were obtained from both phase 1 (1000 Genomes Pro-
ject phase 1: ftp:// ftp. 1000g enomes. ebi. ac. uk/ vol1/ ftp/ relea se/ 20110 521) and phase 3 
(1000 Genomes Project phase 3: ftp:// ftp. 1000g enomes. ebi. ac. uk/ vol1/ ftp/ relea se/ 20130 
502) of the 1000 Genomes Project and were merged into a single file if they were from 
one donor. Additionally, RNA-seq data in FASTQ file format were obtained from the 
Geuvadis consortium for the same set of 403 donors. These data were used to construct 
DNA mutation (DM) and RNA editing site (RE) sets for deep learning model training 
and evaluation.

The second data collection consisted of an additional donor with SampleID HG00145, 
who was exclusively included in the 1000 Genomes Project phase 3 and the Geuvadis 
consortium. The genetic mutations obtained from both WGS and WES for this donor 
were merged into a single VCF file from the 1000 Genomes Project phase 3. Further-
more, RNA-seq data in FASTQ file format for donor HG00145 were obtained from the 
Geuvadis consortium. These data were used to construct DM and RE sets, which were 
used as an independent test set for deep learning model evaluation.

The third data collection consisted of mouse bone marrow RNA-seq of three Adar1 
knockout and three wild-type (WT) samples [48], mouse brain RNA-seq of three Adar1 
and Adar2 knockout and three WT samples [49], and nematode RNA-seq of four adr-1 
and adr-2 knockout and four WT samples [50]. These data were used to construct Deep-
DDR-transfer model and identify DMs and REs from other non-primate by DEMINING 
framework.

The fourth data collection consisted of RNA-seq datasets of 19 acute myeloid leuke-
mia (AML) patients (peripheral blood or bone marrow tissue) and 17 normal control 
samples (medullary thymic or myelocytic precursor cells). These RNA-seq datasets were 

ftp://ftp.1000genomes.ebi.ac.uk/vol1/ftp/release/20110521
ftp://ftp.1000genomes.ebi.ac.uk/vol1/ftp/release/20130502
ftp://ftp.1000genomes.ebi.ac.uk/vol1/ftp/release/20130502
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available from the Gene Expression Omnibus (GEO) with accession number GSE147524 
and GSE98310 [35], respectively. These data were used to identify disease-related muta-
tions in AML by DeepDDR-embedded DEMINING framework.

Detailed information of all these WGS and/or RNA-seq datasets was listed in Addi-
tional file 2: Table S1.

Identification of true REs from 403 human RNA‑seq datasets by the RADAR pipeline

The previously published RADAR pipeline [25] was applied to identify high-confidence 
REs from each of 403 RNA-seq datasets, including two major steps.

Step 1: RNA‑seq read mapping/piling

After performing a quality check using FastQC (version 0.11.4) with default parameters, 
RNA-seq reads were trimmed by Trimmomatic (version 0.36) with the following param-
eters: TruSeq3-PE-2.fa:2:30:10 TRAILING:25 MINLEN:30. Reads mapped to ribosomal 
DNA (rDNA) by BWA-MEM algorithm (version 0.7.9a) with default parameters were 
then removed. To enhance the detection of mutations from reads with more mismatches, 
a two-round unique mapping strategy [14] was implemented to align high-quality RNA-
seq reads to the human hg38 reference genome with the GENCODE gene annotation 
(version 41) by HISAT2 (version 2.1.0) with parameters: –rna-strandness RF –no-mixed 
–secondary –no-temp-splicesite –known-splicesite-infile –no-soft-clip –score-min 
L,-16,0 –mp 7,7 –rfg 0,7 –rdg 0,7 –max-seeds 20 –k 10 –dta and BWA-MEM (version 
0.7.9a) with default parameters. Uniquely mapped RNA-seq reads by HISAT2 and BWA-
MEM with up to six mismatches were selected and combined for subsequent analysis. 
The combined reads were analyzed to identify read pairs that were likely derived from 
duplicates of the same original DNA fragments due to artifactual processes.

As these duplicates were considered non-independent observations, we employed 
Picard MarkDuplicates (version 2.7.1) with the following parameters: CREATE_
INDEX = true and VALIDATION_STRINGENCY = SILENT. This tool tagged all but a 
single read pair within each set of duplicates, causing the marked pairs to be ignored 
during subsequent processing steps.

To address issues arising from RNA-seq reads containing Ns in their cigar string, we 
utilized the GATK (version 4.1.2.0) command SplitNCigarReads with default parame-
ters. This command split reads that contain Ns in their cigar string, typically associated 
with spanning splicing events in RNA-seq data. The process involved identifying all N 
cigar elements and generating k + 1 new reads, where k represents the number of N cigar 
elements detected. The first read of generated k + 1 new reads included the bases that 
located to the left of the first N element, while the part of the read that located to the 
right of the N (including the Ns) was hard clipped and so on for the rest of the new reads.

Base quality scores were crucial for assessing the reliability of base calls and were used 
to weigh the evidence for or against potential mutations during the mutation discov-
ery process. Systematic biases that affected base quality scores could arise from various 
factors during the generation of RNA-seq data such as library preparation, sequencing, 
chip manufacturing defects, or sequencer instrumentation defects. To address system-
atic biases, we applied a base quality score recalibration procedure using two GATK 
commands: BaseRecalibrator and ApplyBQSR, with default parameters. During the 
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recalibration process, covariate measurements from all uniquely mapped reads were col-
lected, including read group, base quality score, machine cycle producing the base (Nth 
cycle = Nth base from the start of the read), and the current base in conjunction with the 
previous base (dinucleotide). These covariate measurements were used to build a model 
that captured the systematic biases present in the data. Based on this model, base quality 
adjustments were applied to the dataset to correct for the observed biases.

Mutation sites were determined from the BAM file containing uniquely mapped reads 
by using the Samtools (version 1.9) command mpileup with parameters: -Q 0. High-
confidence mutations with base quality ≥ 20, mutation reads ≥ 2, hits per billion mapped 
bases (HPB) ≥ 3, and mutation frequencies ≥ 0.05 were selected for subsequent analyses.

Step 2: Identification of true REs

To identify high-confidence REs, expressed mutation sites (with base quality ≥ 20, muta-
tion reads ≥ 2, HPB ≥ 3, and mutation frequencies ≥ 0.05) which were overlapped with 
DMs listed by 1000 Genomes Project were first removed, and non-overlapped ones were 
then classified into Alu or non-Alu regions according to the genomic location as previ-
ously described [12].

Next, mutations in non-Alu regions were subjected to additional stringent filtering 
processes to remove false positives, including:

1) Those overlapped with SNPs from dbSNP version 151 (https:// www. ncbi. nlm. nih. 
gov/ SNP/), the 1000 Genomes Project (https:// www. inter natio nalge nome. org/), or 
the University of Washington Exome Sequencing Project (https:// evs. gs. washi ngton. 
edu/ EVS/).

2) Those in simple repeats, homopolymer runs of ≥ 5 base pairs.
3) Intronic candidates if they were located within 4 base pairs of a known splice junc-

tion.
4) Those mapped to highly similar regions by BLAST-like alignment tools (BLAT [51], 

version 364, parameters: -repMatch = 2253 -stepSize = 5).

REs in non-Alu regions after this stringent selection were combined with those in Alu 
regions to obtain high-confidence REs in each RNA-seq dataset. Of note, over 98% of 
identified REs in each of 403 RNA-seq datasets were A-to-G and T-to-C mismatches, 
mainly in Alu regions, indicating high-confidence A-to-I [11] called by RADAR [25] 
(Additional file  1: Fig. S1b). A total of 122,872 unique A-to-I sites were finally deter-
mined from the 403 RNA-seq datasets as the RE set, which is divided into training, 
validation, and test sets using an 8:1:1 ratio for the development and evaluation of Deep-
DDR (Additional file 1: Fig. S1d).

Detailed information of these REs was listed in Additional file 3: Table S2.

Identification of true DMs from VCF files of 403 paired human WGS datasets

True DMs were directly obtained from about 31 million SNPs documented in VCF files 
from the 1000 Genomes Project [2] (see the “Collection of published WGS and/or RNA-
seq datasets for analyses” section for detail). Expressed DMs were then determined with 
base quality ≥ 20, mutation reads ≥ 2, HPB ≥ 3, and mutation frequencies ≥ 0.05 from 

https://www.ncbi.nlm.nih.gov/SNP/
https://www.ncbi.nlm.nih.gov/SNP/
https://www.internationalgenome.org/
https://evs.gs.washington.edu/EVS/
https://evs.gs.washington.edu/EVS/
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their corresponding human RNA-seq datasets, as described in “Step 1: RNA-seq read 
mapping/piling” of the “Identification of true REs from 403 human RNA-seq datasets 
by the RADAR pipeline” section. In total, from approximately 578,000 expressed DMs, a 
subset of 122,872 expressed DMs was randomly selected and further divided into train-
ing, validation, and test sets using an 8:1:1 ratio for the development and evaluation of 
DeepDDR (Additional file 1: Fig. S1d).

Detailed information of these 122,872 expressed DMs was listed in Additional file 4: 
Table S3.

Construction of a deep learning model for the differentiation of expressed DMs from REs 

directly from aligned RNA‑seq reads

To differentiate expressed DMs from REs directly from aligned RNA-seq reads, a deep 
learning neural network, called DeepDDR, was trained with true DM and RE sets iden-
tified from 403 paired human WGS and RNA-seq datasets as described above in the 
“Identification of true DMs from VCF files of 403 paired human WGS datasets” and 
“Identification of true REs from 403 human RNA-seq datasets by the RADAR pipeline” 
sections, respectively.

To determine the most suitable sequence length, we tested a range of lengths, includ-
ing 12, 24, 50, 100, and 200 nts. The sequence length of 50 nts provided the best per-
formance in terms of area under the receiver operating characteristic curve (AUROC), 
area under the precision-recall curve (AUPRC), and F1 score (data not shown). Thus, 
we chose 50 context bases surrounding the mutation sites for the subsequent model 
training.

To train DeepDDR, the co-occurrence frequencies of each mutation site with its con-
text bases (CMC) were determined by analyzing 51-nucleotide sequences containing the 
mutation in the middle and its 50 context bases (25 bases in the upstream region and 25 
bases in the downstream region). Briefly, 51-nucleotide sequences with the mutation in 
the middle were extracted from aligned RNA-seq reads as described in “Step 1: RNA-
seq read mapping/piling” of the “Identification of true REs from 403 human RNA-seq 
datasets by the RADAR pipeline” section. A 16 × 50 CMC matrix, indicating frequencies 
of all 16 types of dinucleotides by 50 combinations of the given DM/RE individually with 
each of 25 upstream and 25 downstream bases, was obtained from piled 51-bp sequenc-
ing, shown in Fig. 1b. CMC matrices of all DMs and REs in training set were then used 
as the input sets for the DeepDDR model training. Of note, one DM or RE can be identi-
fied in multiple samples within the 403 human RNA-seq dataset; if so, only one sample 
is randomly selected for constructing the CMC matrix to mitigate the risk of overfitting.

The DeepDDR model consists of two layers of convolutional neural networks 
(CNNs) implemented with the TensorFlow v2.0.0 backend in Python v3.7.8. Using 
CMC matrices as input, the CNN module captures the specific co-occurrence fre-
quencies around DMs or REs. The model architecture consists of two convolutional 
layers with rectified linear unit (ReLU) activation function, followed by a max pooling 
layer. The hyperparameters of the model were optimized through a search process. 
Specifically, we explored different values for the number of filters in the first convo-
lutional layer, choosing from options such as 32, 64, and 128. Additionally, we varied 
the number of units in the dense layer, selecting values such as 256, 512, and 1024. 
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During the optimization process, we evaluated the models based on their AUROC 
(area under the receiver operating characteristic curve) performance on the valida-
tion set, as described in “Step 1: RNA-seq read mapping/piling” of the “Identification 
of true REs from 403 human RNA-seq datasets by the RADAR pipeline” section. The 
best-performing model had the following configuration: the first convolutional layer 
had 128 filters with a width of 12 bases and 4 channels. The second convolutional 
layer had 64 filters, covering the 128 output channels from the first layer, with filters 
of width 6 bases. The max pooling layer subsampled the signal with a stride of 4. The 
resulting signal was then passed to a dense layer with 1024 hidden units, incorporat-
ing a dropout ratio of 0.3 to prevent overfitting. The dense layer was connected to two 
output nodes using the softmax activation function, which allowed for the predic-
tion of probabilities for the two classes: DM or RE. To make a prediction, DeepDDR 
selected the class with the highest prediction probability as the predicted class. Muta-
tions with prediction probabilities ≥ 0.5 were considered as DMs, mutations with pre-
diction probabilities < 0.5 were considered as REs.

The DeepDDR model was trained by the CMC matrices of DMs and REs with a 
batch size of 5000 and 100 epochs. Early stopping was employed with a patience of 
ten rounds, terminating the training process if no improvement in performance was 
observed. The model with best performance during training was kept at last.

Construction of the DEMINING framework

DEMINING is a stepwise computational framework to classify DMs and REs directly 
from RNA-seq data, including two major steps, RNA-seq read mapping/piling to call 
high confidence mutations, which are further classified as DMs and REs by Deep-
DDR. Briefly, each RNA-seq dataset was first aligned and piled up as described in 
“Step 1: RNA-seq read mapping/piling” of the “Identification of true REs from 403 
human RNA-seq datasets by the RADAR pipeline” section. After this step, high-con-
fidence mutations were extracted with base quality ≥ 20, mutation reads ≥ 2, HPB ≥ 3, 
and mutation frequencies ≥ 0.05. Next, these identified high-confidence mutations 
were then fed into the DeepDDR model for DM and RE classification as described in 
the “Construction of a deep learning model for the differentiation of expressed DMs 
from REs directly from aligned RNA-seq reads” section. Basically, DeepDDR analyzed 
the CMC of each input mutation and assigned it a predicted probability score. Muta-
tions with prediction probabilities ≥ 0.5 were considered as DMs, and mutations with 
prediction probabilities < 0.5 were considered as REs.

True DMs and REs obtained from HG00145 as an independent test set

The same RADAR pipeline [25] was applied to identify 5395 REs from an independ-
ent donor with SampleID HG00145. With its paired WGS (see the “Collection of 
published WGS and/or RNA-seq datasets for analyses” section for detail), 17,230 
expressed DMs were also retrieved from 1000 Genomes Project and detected in the 
RNA-seq dataset with base quality ≥ 20, mutation reads ≥ 2, HPB ≥ 3, and mutation 
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frequencies ≥ 0.05. These DMs and REs were used as independent sets for deep learn-
ing model validation and comparison.

Detailed information of these 5395 REs and 17,230 DMs were listed in Additional 
file 5: Table S4.

Prediction of REs by EditPredict and RED‑ML

For EditPredict, the scripts “get_seq.py” and “editPredict.py” were obtained from the 
EditPredict GitHub repository (https:// github. com/ wjd19 8605/ EditP redict). The “get_
seq.py” script was used to extract the flanking 200 bp sequence of each mutation from 
the hg38 reference genome. This was done by running the script with the following 
parameter: “python get_seq.py -f hg38.fa -m b -l 200”. The extracted sequences were 
then fed to the “editPredict.py” script, which was used to predict RNA editing sites 
in the input sequences. The EditPredict weights and construction files were obtained 
from the same repository.

For RED-ML, the RED-ML executable commands “MismatchStat”, “MutDetML”, 
and the script “red_ML.pl” were obtained from the RED-ML GitHub repository 
(https:// github. com/ BGIRED/ RED- ML). The features used by RED-ML for each 
mutation were extracted using the “MutDetML” command. This was done with the 
following parameters: “MismatchStat -i $RNA_BAM -o stat.txt -u -q 20" and “Mut-
DetML -i $RNA_BAM -r hg38.fa -v stat.txt -u -q 20 -Q 0 -d 0 -a 0 -t -o Mut.txt.
gz”. The extracted features were then used as input to the “red_ML.pl” script to pre-
dict A-to-I editing. Of note, RED-ML was only designed to extract features from the 
human genome for human A-to-I prediction.

Gene expression analysis

Gene expression of AML RNA-seq samples was determined by StringTie (version 
2.1.4) with default parameters on BAM files after RNA-seq read mapping, as previ-
ously described [52].

Gene ontology analysis

After annotating mutations using the ANNOVAR [53] (version 7 June 2020), GO anal-
yses of three gene sets, including all 4464 genes containing 8220 recoding DMs, 86 
AML-associated genes listed in CGC, and their overlapped 50 genes, were performed 
by using clusterProfiler enrichGO function (ont = “BP”, pAdjustMethod = “BH”, pval-
ueCutoff = 0.2, qvalueCutoff = 0.2) and reduced redundancy of GO terms by simplify 
function (cutoff = 0.7, by = “p.adjust”, select_fun = min, measure = “Wang”). Top GO 
terms ordered by adjusted P value in each gene set were kept and compared (Fig. 4e).

Mass spectrometric data analysis

Raw MS data of major histocompatibility complex (MHC) associated peptides from 
19 AML patients were available in a public repository from the ProteomeXchange 
Consortium via the PRIDE partner repository by the dataset identifier PXD018542 
[35]. To analyze these raw MS data, we constructed an in silico library containing 
predicted peptides ranging from 8 to 30 amino acids in length from 4464 genes with 

https://github.com/wjd198605/EditPredict
https://github.com/BGIRED/RED-ML
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recoding DMs and 121 genes with recoding REs. Decoyed peptides from the pre-
dicted peptides and proteins from human reference proteome (UniProt 2023-04-04) 
were also added to this library to be used as negative controls. Subsequently, the in 
silico library served as a reference database for searching LC-MS/MS spectra. Raw 
MS data of each sample was transformed into mzML format using MSConvert [54] 
(version 3.0.23090). The mzML format of MS data was then searched against the 
customized database using Comet [55] (version 201,901 rev. 1). The search was per-
formed with 10 ppm precursor mass tolerance and 0.02 fragment ions mass tolerance. 
The search results were analyzed by PeptideProphet [56] (version 5.2.1). To ensure a 
reliable peptide identification, the search results were filtered to achieve an estimated 
peptide FDR of 5%. Only mutation-containing peptides that did not occur in the ref-
erence proteome were included in the final list. The search and filtering processes 
were implemented by the Philosopher (version 4.8.1) framework [57]. The detailed 
information of the search results was listed in Additional file 1: Fig. S13b.

Identification of true DMs and REs from paired adenosine deaminase(s) knockout 

and wild‑type samples

To identify true DMs and REs from adenosine deaminase(s) knockout (KO) and wild-
type (WT) data, the following steps were performed:

Step 1: RNA-seq data from the adenosine deaminase(s) KO and WT samples were 
mapped to the corresponding reference genomes (mouse: mm10, nematode: ce11) 
using the same method described in “Step 1: RNA-seq read mapping/piling” of the 
“Identification of true REs from 403 human RNA-seq datasets by the RADAR pipe-
line” section.
Step 2: Mutations were determined from the BAM file containing uniquely mapped 
reads by using the Samtools (version 1.9) command mpileup with parameters: -Q 0. 
High-confidence mutations with base quality ≥ 20, mutation reads ≥ 2, HPB ≥ 3, and 
mutation frequencies ≥ 0.05 were selected for further analyses.

Step 3: Calculating mutation frequency ratio

Firstly, calculate the average mutation frequency in the wild-type (WT) samples by sum-
ming up the mutation frequencies of all the WT samples and dividing by the total num-
ber of WT samples. Secondly, calculate the average mutation frequency in the adenosine 
deaminase(s) knockout (KO) samples by summing up the mutation frequencies of all the 
KO samples and dividing by the total number of KO samples. Thirdly, subtract the aver-
age mutation frequency of the WT samples from the average mutation frequency of the 
KO samples.

Mutation frequency difference = Average mutation frequency in KO samples − Aver-
age mutation frequency in WT samples.

Lastly, divide the difference obtained in the last step by the average mutation fre-
quency in the WT samples.

Mutation frequency ratio = Mutation frequency difference / Average mutation fre-
quency in WT samples.
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Step 4: Classification of true DMs and REs

True DMs were selected by criteria: (1) the absolute value of mutation frequency 
ratio < 0.2, (2) the mutation frequencies in WT samples ≥ 0.05, and (3) not overlapped 
with sites in the REDIportal database [58].

Of note, as the REDIportal did not contain nematodes, true DMs from nematode data-
set [50] were only selected by the absolute value of mutation frequency ratio < 0.2 and 
the mutation frequencies in WT samples ≥ 0.05.

True REs were selected by criteria: (1) the mutation frequency ratio was lower 
than -0.2; (2) the mutation frequencies in WT samples were greater than 0.05 and lower 
than 0.5; (3) the mutation frequencies in adenosine deaminase(s) KO samples were lower 
than 0.05; (4) the mutation types were A-to-G or T-to-C, indicating an A-to-I editing 
event; and (5) the mutations did not overlap with SNPs in the dbSNP database (dbSNP 
version for mouse: 150, dbSNP version for nematode: 138).

Detailed information of these REs and DMs were listed in Additional file 6: Table S5 
(mouse bone marrow dataset), Additional file  7: Table  S6 (mouse brain dataset), and 
Additional file 8: Table S7 (nematode dataset).

Fine‑tuning of DeepDDR by transfer learning

To perform fine-tuning and validation of DeepDDR on mouse bone marrow datasets 
using transfer learning, the following steps were taken:

Step 1: Obtain true DMs and REs from the mouse bone marrow datasets using the 
method described in the “Identification of true DMs and REs from paired adenosine 
deaminase(s) knockout and wild-type samples” section.
Step 2: Split the DMs and REs individually into transfer training, transfer validation, 
and transfer test sets with a ratio of 70:15:15.
Step 3: Sequentially select transfer training sets of different sizes from the original 
70% split transfer training set. The aim is to find the smallest transfer training set size 
that maximizes the recall ratio. Evaluate the recall ratio and other evaluation metrics 
on the transfer validation sets to determine the optimal size.
Step 4: Based on the evaluation results, select the subset of 500 DMs and 500 REs as 
the final transfer training set.
Step 5: Construct the DeepDDR-transfer model using a transfer learning strategy. 
Start with the DeepDDR model trained on human datasets as described in the “Con-
struction of a deep learning model for the differentiation of expressed DMs from REs 
directly from aligned RNA-seq reads” section. Fine-tune this model using the final 
transfer training set from the mouse bone marrow datasets. This process was imple-
mented with the TensorFlow v2.0.0 backend in Python v3.7.8.
Step 6: Test the performance of the DeepDDR-transfer model on the transfer test set.

Construction of other deep learning models

To train other deep learning-based models for comparison, a RNN and a hybrid model 
of CNN and RNN (CNN + RNN) were constructed using the TensorFlow (version 2.0.0) 
backend in Python (version 3.7.8).
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For the RNN model, it consisted of one bidirectional LSTM layer and one dense layer. 
The hyperparameters that were varied during training include the number of hidden 
units in the bidirectional LSTM layer, such as 16, 32, or 64, and the number of units in 
the dense layer, such as 256, 512, or 1024.

For the CNN + RNN model, it combined two convolutional layers, one bidirectional 
LSTM layer and one dense layer. The hyperparameters that were varied include the number 
of filters in the first convolutional layer, such as 32, 64, or 128, and the number of hidden 
units in the bidirectional LSTM layer, such as 16, 32, or 64.

During training, the models were fed with the CMC matrix as input. The performance of 
each model was evaluated based on the AUROC (area under the receiver operating char-
acteristic curve) on the validation set. The model that achieved the highest AUROC on the 
validation set was chosen for further comparison.

Construction of machine learning models

To train the machine learning models, including LightGBM, LR, and RF, four features were 
extracted from the mutations in the training set, as described in “Step 1: RNA-seq read 
mapping/piling” of the “Identification of true REs from 403 human RNA-seq datasets by 
the RADAR pipeline” section. These features include mutation frequency, base substitu-
tion type, whether the mutation is located in the Alu region, and the count of base pairs 
from the closest mutation in the genomic sequence. These features were selected based on 
insights obtained from previous bioinformatic tools and the current understanding of RNA 
editing mechanisms.

For the LightGBM model, the LightGBM Python package (version 3.1.1.99) was used. 
For LR and RF models, the Python scikit-learn package (version 0.20.3) was employed. The 
extracted four features were used as inputs for these models.

To optimize the hyperparameters of each model, 150 combinations were selected for 
LightGBM, logistic regression (LR), and random forest (RF) models, individually. For Light-
GBM, we searched 150 combinations chosen from following hyperparameter configura-
tions: learning rate (chosen from [0.1, 0.05, 0.02, 0.01]), the number of estimators (chosen 
from 24 points that were evenly spaced between 100 and 2400), the maximum depth of the 
individual estimators (chosen from [2–5, 10, 20, 40, 51]), the minimum number of data in 
one leaf (chosen from 22 points that were evenly spaced between 1 and 44), the fraction of 
subset on each estimator (chosen from [0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9]), the frequency 
of bagging (chosen from [0, 1, 2]), the penalty of L1 regularization (chosen from [0, 0.001, 
0.005, 0.01, 0.1]), and the penalty of L2 regularization (chosen from [0, 0.001, 0.005, 0.01, 
0.1]). For LR, the penalty of L2 regularization was randomly chosen from integer between 
50 and 1000 to optimize hyperparameters. For RF, we searched 150 combinations through 
the following hyperparameter configurations: the number of trees in the forest (randomly 
chosen from integer between 1 and 250) and the maximum depth of the tree (randomly 
chosen from integer between 5 and 255).

To select the optimal hyperparameters for each model, a fivefold cross-validation based 
on RandomizedSearchCV was performed. The F1 score was used as the evaluation metric, 
and the model that achieved the highest mean F1 score during cross-validation was chosen 
for further comparison and analysis.
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Statistical analyses

Statistically significant differences were assessed as described in correspondent figure 
legends. All statistic tests were performed with the R platform (version 4.1.1) (http:// 
www.R- proje ct. org/).
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